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Abstract
In the control field, most of the research papers focus on feedback control, but few of them have discussed about feedforward
control. Therefore, a review of the most commonly used feedforward control algorithms in industrial processes is necessary
to be carried out. In this paper, in order to benefit researchers and engineers with different academic backgrounds, two
most representative kinds of feedforward controller design algorithms and some other typical industrial feedforward control
benchmarks are presented together with their characteristics, application domains and informative comments for selection.
Moreover, some frequently concerned problems of feedforward control are also discussed. An industrial data driven example
is presented to show how feedforward controller works to improve system performance and achieve the maximum economic
profits.
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Introduction

Control actions can be mainly divided into two categories,
feedback control and feedforward control. Normally, our
attention is concentrated on feedback control because it can
stabilize a system and satisfy some robustness requirements
as well as saturation limitations in the meantime. However,
when a large disturbance appears or a perfect tracking perfor-
mance is required in a control system, feedforward control is
also indispensable, especially in industrial processes. Many
research papers and books have shown significant improve-
ments on system control performances after applying feed-
forward control (Marlin 2000; Fujimoto et al. 2001; Isermann
2013; Zhou et al. 1996; Elliott and Sutton 1996; Seborg et al.
2010; Seidler et al. 2004). But most of the research works
have skated over the details ofwhen and how to perform feed-

B Lu Liu
liulu12201220@nwpu.edu.cn

1 School of Marine Science and Technology, Northwestern
Polytechnical University, Xi’an 710072, China

2 Lam Research Corporation, 4650 Cushing Parkway, Fremont,
CA 94538, USA

3 Department of Information Science and Engineering,
Northeastern University, Shenyang 110819, China

4 Mechatronics, Embedded Systems and Automation (MESA)
Lab, School of Engineering, University of California,
Merced, 5200 North Lake Road, Merced, CA 95343, USA

forward control. In this paper, the characteristics and applica-
tion domains of the most representative feedforward control
algorithms and some benchmarks in industrial processes are
presented in detail, in order to make researchers and engi-
neers with different academic backgrounds get faster and
more comprehensive understanding of feedforward control.

The basic concept of feedforward control which was used
in the boiler drums’ three-element level control loop (Seborg
et al. 2010) can be traced back to as early as 1925. But it
has not been widely applied in industrial processes until
1960s (Shinskey and Levine 1996). Ever since, feedfor-
ward control has become one of the most commonly used
control algorithm in industry field (Cori and Maffezzoni
1984; Abukhalifeh et al. 2005; Seborg et al. 2010; Chue and
Hugunin 2010; Li et al. 2009). However, feedforward con-
trollers are always designed based on the inverses of transfer
functions of the controlled systems, so they are susceptible
to have low tolerance on model errors and are easy to be
involved in system stability problems (Goodwin et al. 2001).
A complete feedforward-driven system should be able to
detect disturbance and take action in advance, but it will not
be able to adjust the system performance (Johansson 2003).
Thus, feedforward control systems usually need the supple-
ment of some certain kinds of feedback control. Therefore,
it should be remarked that the feedforward controllers pre-
sented in this paper are designed for the systems which have
already been stablized by feedback controllers.
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According to different control objectives, there are primar-
ily two kinds of feedforward controllers, which are aiming
at disturbance rejection and perfect tracking respectively.
The former one which has been frequently used in chemical
processes can detect and eliminate disturbance immediately
when the disturbance comes into the system (Jinzenji et al.
2001; Elliott 2000; Kempf and Kobayashi 1999; Ghosh and
Narayanan 2007;Yan andShiu 2008;AnibalValenzuela et al.
2007). Without the disturbance rejection feedforward con-
troller in the control loop, the system will try to eliminate
the disturbance influence after it has passed through all the
way of the system and generated an error signal. Another
typical feedforward controller which is aiming at improv-
ing reference tracking performance has also been extensively
utilized in different domains (O’Brien and Broussard 1979;
Tomizuka 1987; Fujimoto et al. 2001; Song et al. 2005; Fuji-
moto et al. 2000; Tsao and Tomizuka 1987; Klančar and
Škrjanc 2007; Li et al. 2016; Stojanovic and Nedic 2016;
Nedic et al. 2015; Marconi and Isidori 2000; Ang et al.
2007). It helps the systems achieve perfect tracking perfor-
mance without the change of original closed-loop structure.
We will review the detailed characteristics of these two kinds
of feedforward controllers as well as some benchmarks in the
following sections.

The rest of this paper is organized as follows. Feedforward
controller design technologies for disturbance rejection and
reference tracking as well as their characteristics and appli-
cation domains are presented in sections “Feedforward con-
troller for disturbance rejection” and “Feedforward controller
for reference tracking” respectively; section “Feedforward
control for MIMO systems” introduces some feedforward
control algorithms for MIMO (Multi-Input-Multi-Output)
systems; some other typical feedforward control technolo-
gies used in industrial processes are presented in section
“Feedforward control in industrial application”; section
“Other questions of feedforward control” discusses some
frequently encountered problems about feedforward control;
section “Example” gives an industrial data driven example to
show how to use feedforward control; finally, the conclusions
are drawn in section “Conclusion”.

Feedforward controller for disturbance
rejection

Why andwhen to use feedforward controller for
disturbance rejection

Feedback control is usually necessary in a system control
loop, however, feedforward controller is also indispensable
when a major disturbance appears in the system. In most
ideal cases, feedforward control can completely eliminate
the impact caused by measured disturbance on the process

output. Even when there are model uncertainties in the con-
trolled system, feedforward control can usually decrease the
impact of disturbance more effectively than feedback control
(Brosilow and Joseph 2002). Figure 1 gives a graphic under-
standing of how feedforward controller works to eliminate
disturbance impact in a feedforward-feedback control sys-
tem. Once a disturbance signal enters the system, it will be
eliminated immediately by the feedforward controller with-
out any impact on the system output. Otherwise, if there
is only feedback controller in the control loop, the distur-
bance will travel through all the control path to generate an
error signal and drive the feedback controller react. More-
over, the long time delay generated in the path of disturbance
travelling will cause unnecessary impacts on system output
performance which may lead to overcorrections and may
even cause oscillations on the controlled variables. These
impacts are significant in industry processes and will influ-
ence the system economic benefits.

Corripio (2000) has given a criterion to help measure the
controllability of feedback controllers, namely the ratio of the
system dead time to the process model time constant. When
the value of the criterion is equal or greater than one, feed-
back control usually cannot eliminate the effect caused by
measured disturbance. On this condition, feedforward con-
trol strategy can achieve the greatest improvement on control
performance. Another vital point in the decision process of
whether a feedforward controller is necessary or not is the
economic benefit, which usually comes first in industry pro-
cess (Brosilow and Joseph 2002). Therefore, the decision of
whether to use feedforward control or not in a control loop
also highly depends on the degree of the system performance
improvement in the output to the additional cost of the con-
troller implementation and maintenance.

Moreover, the design of an efficient feedforward compen-
sator requires fairly high accuracy on the controlled process
model and all possible disturbances dynamic models. These
are normally hard to be achieved in a real process. There-
fore, a more reasonable method is only adding feedforward
controller for those vital disturbances and making the feed-
back controller deal with other minor disturbances as well as
model inaccuracy.

Tuning of feedforward controller for disturbance
rejection

A manually tuned feedforward control system example is
shown in Fig. 2 (Altmann 2005). When a disturbance enters,
it will be detected by the process operator. Then after mea-
suring the disturbance, the operator will make changes of the
manipulated variable, such as flow rate, based on his knowl-
edge of the process tominimize the impact of the disturbance
on process output. However, this kind of feedforward control
operates according to the operator’s experience and knowl-
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Fig. 1 Block diagram of
feedforward-feedback control
system
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Fig. 2 Manually tuned feedforward control (Altmann 2005)

edge of the process. So it is fragile and uneconomical. These
problems blocked the manually tuning method from being
widely used in the modern industry processes.

Refer to Fig. 1, consider the Laplace transforms of refer-
ence set-point, process output and disturbance as Ysp, Y (s),
D(s), the feedback controller and feedforward controller as
Gc(s) and G f (s), and the process model and disturbance
model transfer functions as Gp(s) and Gd(s) respectively.
The closed-loop transfer function from disturbance to pro-
cess output can be derived as:

Y (s)

D(s)
= Gd(s) − G f (s)Gp(s)

1 + Gc(s)Gp(s)
, (1)

Ideally we prefer to achieve perfect control, so the effect
of disturbance should be eliminated entirely by setting Eq.
(1) into zero. Hence, the feedforward controller G f (s) is got
as:

G f (s) = Gd(s)

Gp(s)
. (2)

The formulation in Eq. (2) looks quite simple, however,
the realizability of it needs a lot of discussion. As we mainly
focus on industry processes in this paper, we just take some
common used controlled plants into consideration.

Case 1
Consider the following systems

Gd(s) = Kd

τds + 1
, Gp(s) = Kp

τps + 1
, (3)

where, Kp, Kd are steady states gains, τp, τd are time
constants of these two models respectively. The ideal feed-
forward controller in this case according to Eq. (2) is

G f (s) =
(
Kd

Kp

) (
τps + 1

τds + 1

)
. (4)

Case 2
Now suppose that

Gd(s) = Kd

τds + 1
, Gp(s) = Kp

τps + 1
e−Ls, (5)

where, L is the time delay of the process model. From Eq.
(2), the feedforward controller can be achieved as

G f (s) =
(
Kd

Kp

) (
τps + 1

τds + 1

)
eLs . (6)

Apparently, the inverse of delay term eLs is physically
unrealizable because it implies the need of predictive infor-
mation. One solution is making approximation of the eLs

term by integrating the L into the time constant parameter
τp as τp + L (Seborg et al. 2010). Another possible way is
making the feedforward controller design as a single degree
of freedom internal model controller (Brosilow and Joseph
2002). Moreover, an additional alternative compromise may
be made as just leaving the negative delay term away when it
is not significant. But the impacts of this compromise should
be taken into consideration first because timing is always an
important part in practical control systems. This case is same
to the other one which have a longer process model delay
than disturbance model delay.

Case 3
Finally, consider that

Gd(s) = Kd

τds + 1
, Gp(s) = Kp

(τp1s + 1)(τp2s + 1)
. (7)

The feedforward controller in this case based on Eq. (2) is

G f (s) =
(
Kd

Kp

)
(τp1s + 1)(τp2s + 1)

(τds + 1)
. (8)
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Likewise, Eq. (8) is physically unrealizable since the order
of its nominator is higher than that of the denominator. The
authors in Seborg et al. (2010) used the same way as dealing
with the unrealizable delay term above to solve this problem.
They made approximation of the nominator in Eq. (8) as one
first order polynomial whose time constant is the sum of the
two existed ones, namely τp1 +τp2 . Another solution for this
problemwas also put forward inBrosilow and Joseph (2002).
When the relative order of the process model is higher than
that of the disturbance model, a filter f f (s) could be added
into Eq. (8) to make the controller realizable and limit noise
amplification as

f f (s) = 1

(αs + 1)r
, (9)

where, r is the relative order of Eq. (8), and α can be set
smaller than the process time constant to limit noise ampli-
fication.

Additionally, some remarks on disturbance rejection feed-
forward control should be put here that:

(1) When a feedforward controller is to be designed, the pro-
cess disturbance should be pre-measured or measured
on-line.

(2) The effectiveness of a feedforward controller highly
depends on the accuracy of the controlled process
model. If there are some uncertainties in the process
model, they should be taken care of mainly by the
corresponding feedback controller. However, this will
increase the burden of feedback controller.

(3) A desired feedforward control is sometimes physically
unrealizable. But some practical approximations can
provide effective solutions on this occasion.

(4) The feedforward controller design methods introduced
above are also available to other kinds of controlled
plants. The control algorithm on eliminating the non-
Gaussian noise presented in practical application can be
found in Stojanovic and Nedic (2016), Barkefors and
Sternad (2014), and Stojanovic and Nedic (2016).

Feedforward controller for reference
tracking

Why andwhen to use feedforward controller for
reference tracking

Normally, there are two major requirements on the tuning
of control system, namely regulation and trajectory tracking.
Some of the control algorithms only concentrate on regu-
lation against disturbance input which have already been
discussed in the above section. When trajectory tracking

performance is required in control loop, for example, cham-
ber temperature should change along with the predesigned
profile in plasma etching process, robots should track a pre-
scribed route to perform tasks, etc, feedforward controller for
reference tracking will also be necessary (Tomizuka 1987).
In this section, feedforward control algorithms which can
help the control objective move along a desired trajectory
(Tomizuka 1987; Tsao and Tomizuka 1987; Li et al. 2016;
Tomizuka 1993; Fujimoto et al. 2001; Buehner and Young
2015) are introduced.

An effective feedforward tracking controller is always
designed based on the inverse model of the closed-loop sys-
tem transfer function. However, the inversemodels of system
with cancellable zeros (zeros stand in the stable region) are
relatively easy to be achieved, but the other systems with
uncancellable zeros (zeros stand right on the stable boundary
or in the unstable region) will have problems in the inver-
sion process. Masayoshi proposed a discrete zero phase error
tracking control algorithm which can deal with the problem
of inversions of systems with uncancellable zeros (Tomizuka
1987). The main idea of these zero phase error feedforward
controllers is the cancellation of discrete time zeros (Gross
et al. 1994).

Another widely used feedforward tracking control algo-
rithm is called finite optimal preview control which is
developed based on the linear quadratic optimal control
(Tomizuka 1992). Different from zero phase error tracking
control, the feedback controller and feedforward controller
parameters are determined simultaneously in this control
algorithm by minimizing a quadratic objective performance
index. The index includes tracking error term as well as con-
trol effort term (Anderson andMoore 2007; Tomizuka 1974).
Furthermore, the optimal preview control strategy as well as
its continuous version (Peng andTomizuka 1993) has already
been successfully applied to various kinds of motion control
systems (Tomizuka and Janczak 1985).

The difference of these two tracking controller design
schemes is that zero phase error controller needs only a local
period future desired output, but the optimal preview con-
trol requires all the future trajectory. However, the optimal
preview controller always provides a smoother output action
compared with the zero phase error controller. Besides, zero
phase error controller depends on the inversionof closed-loop
transfer function, namely the feedback controller should be
given already. Nevertheless, optimal preview controller can
achieve the parameters of both feedforward and feedback
controllers. The comparison is made in Table 1. Researchers
and Engineers should make wise selection on the choice of
feedforward tracking controller according to the controlled
system characteristics.
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Table 1 Comparison of the
discussed tracking algorithms Different algorithms Zero phase error tracking control Optimal preview control

Length of future trajectory needed A local period All

Output type provided Depend on trajectory type Smooth

Predesigned feedback controller Necessary Not necessary

System model inversion Necessary Not necessary

Tuning of feedforward controller for reference
tracking control

Tuning of zero phase error tracking controller

As mentioned above, zero phase error tracking control
(ZPETC) is an effective digital feedforward tracking control
scheme which can help track a set-point time varying signal
accurately (Tomizuka 1987). The main idea of this control
algorithm is the cancellation of all the closed-loop poles as
well as the cancellable closed-loop zeros. The so-called can-
cellable zeros are those who will not cause unstable problem
after inversion, because the closed-loop zeros will turn into
poles in the inversed model. For those zeros which cannot
be inverted directly, Tomizuka (1987) has also proposed a
method to cancel the phase shift caused by them. The dif-
ference of the frequency response between the actual output
and set-point trajectory will become zero after the phase can-
cellation, and then the system can achieve a perfect tracking
performance theoretically.

Consider a discrete time system with a closed-loop trans-
fer function as:

Gclosed(z
−1) = N (z−1)

D(z−1)
z−L

= n0 + n1z−1 + · · · + ni z−m

d0 + d1z−1 + · · · + d j z−q
z−L , (10)

where, N (z−1), D(z−1) represent the discrete time numera-
tor and denominator polynomials respectively,m, q (m < q)

are the largest orders of the numerator and denominator poly-
nomials, and L is the delay length.

The feedforward tracking control algorithm diagram is
shown in Fig. 3, where G(z−1), C(z−1), F(z−1) are dis-
crete time plant model, feedback controller and feedforward
controller, ysp(k+L), y(k), r(k) are set-point signal, actual
output signal, and feedback system reference signal in time
domain respectively. Theoretically, perfect tracking means
the actual output can reproduce the set-point trajectory accu-
rately, namely the overall transfer function of the system is
1. Therefore, if the feedback system reference signal r(k) in
Fig. 4 is given as

r(k) = D(z−1)

N (z−1)
ysp(k + L), (11)

( )spy k L s ( )y kr( )k -1G( )z-1C( )z-1F( )z

Fig. 3 Feedforward/feedback tracking control system iagram

then, perfect tracking can be achieved in the system. Notice
that we use the time domain form of r(k) and ysp(k) in equa-
tion (11) for simplicity as the same as Tomizuka (1987).

As it can be seen from Eq. (11), the original closed-loop
system zeros turn into poles of the designed feedforward con-
troller. This will have impact on the system stability. Those
zeros outside or right on the unit circle are called uncan-
cellable or zeros, because they cannot be cancelled directly,
or they will bring unstable or oscillatory performance to the
system. Therefore, for systems with uncancellable zeros, the
feedforward controller F(z−1) cannot be designed referring
to Eq. (11). Under this circumstance, we can factorize the
numerator N (z−1) of Eq. (10) into two parts as:

N (z−1) = Nc(z−1)Nuc(z−1), (12)

where, Nc(z−1) includes all the cancellable zeros in Eq. (10)
and Nuc(z−1) includes those uncancellable ones. Then, the
feedback system reference signal r(k) in this condition will
be designed as:

r(k) = D(z−1)Nuc(z)

Nc(z−1)[Nuc(1)]2 ysp(k + L + a), (13)

where, a is the number of the uncancellable zeors, Nuc(z)
is used to cancel the shift phase induced by the the feedback
closed-loop system, and [Nuc(1)]2 is used as a scaler.

The reason of the induced shift phase cancellation is
shown in frequency domain as:

[
Nuc(e− jωT )

Nuc(1)

]
·
[
Nuc(e jωT )

Nuc(1)

]

= [Re(ω) − jIm(ω)] · [Re(ω) + jIm(ω)]

= [Re(ω)]2 + [Im(ω)]2. (14)

As we can see, there is no imaginary part in Eq. (14), hence,
there will not be any phase different between set-point input
and actual output.
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There are also some modifications of the ZPETC. A con-
tinuous version ZPETC tracking controller was proposed
in Park et al. (1999), in which the control performance
was also enhanced by a gain error compensation. An adap-
tive digital ZPETC scheme was put forward in Tsao and
Tomizuka (1987) and has been used in Ismail et al. (2012).
Another generalized optimal ZPETC design method was
illustrated in Yamada et al. (1999) which gave an explicit
form of the optimal ZPETC. Meanwhile, a ZPETC algo-
rithm with arbitrarily specified gain characteristics and
an extended bandwidth ZPETC have been prensented in
Yamada et al. (1997) and Torfs et al. (1992) respectively,
and so on forth (Lee and Tomizuka 1996; Zhou and Wang
2002).

Though ZPETC feedforward tracking control algorithm
is an effective way of trajectory tracking, there are still some
remarks should be pointed out here:

(1) Future information, at least L + s steps ahead of the
desired trajectory has to be used in the controller design
process. However, this is not a big problem because in
many mechanical industry processes, the desired output
is set in advance.

(2) Some zeros which stand closely to the unit circle may
also have impact on the stability of the controlled
system. Therefore, they may have to be put into con-
sideration as well.

(3) The tracking performance after adding ZPETC also
depends on the accuracy of the original closed-loop sys-
tem. That means the controlled plant model should be
accurate and the feedback controller should be tuned in
advance. In other words, ZPETC is sensitive to model
uncertainties (Tomizuka 1993).

Tuning of optimal preview tracking controller

Different from the ZPETC algorithm introduced in the above
section, the optimal preview tracking control algorithm is an
extension of the linear quadratic regulator (LQR) problem
(Anderson and Moore 2007), which requires all the future
information of the set-point reference. Here, we introduce
a general case of a discrete time optimal preview tracking
problem. The state space model of the controlled system is
considered as Tomizuka (1992):

x(k + 1) = Ax(k) + Bu(k),

y(k) = Cx(k), (15)

where, x(k), u(k), y(k) are n-dimensional state vector, m-
dimensional input state vector andq-dimensional output state
vector respectively, and A, B, C are appropriate dimen-
sional matrices.

Suppose the desired output is
{
ysp(k)|0 ≤ k ≤ N

}
with

the specified duration N . The objective optimal quadratic
performance index J is given as:

J =
N−1∑
i=0

{
eT (i)Qe(i) + uT (i)Ru(i)

}
+ eT (N )Qe(N ),

(16)

where e(k) = ysp(k)− y(k), R is positive definite and S, Q
are positive semi-definite. It can be seen from Eq. (16) that
the objective performance index includes both the tracking
error and the control input incremental effort.

Then, the optimal solution to this tracking problem is:

u(k) = −
[
BTG(k + 1)B + R

]−1
BT [G(k + 1)Ax(k)

+ f (k + 1)] , (17)

where G(k) is the solution of the following Riccati equation:

G(k) = S = AT
{
G(k + 1) − G(k + 1)B

[
BTG(k + 1)B

+R]−1 BTG(k + 1)
}
A + CT QCG(N ), (18)

and

f (k) =
{
A − B

[
BTG(k + 1)B

+R]−1 BTG(k + 1)A
}T

f (k + 1)

−CT Qysp(k) f (N ),

f (N ) = −CT Sysp(N ). (19)

There are also some remarks of optimal preview tracking
algorithm:

(1) The optimal preview tracking algorithm designs feedfor-
ward and feedback controllers at the same time.

(2) The objective performance index can also include other
quantities according to specific control requirements
(Tomizuka et al. 1980).

Also notice that the controlled systems of both ZPETC
algorithm and optimal preview tracking algorithm should be
time-invariant linear systems, otherwise, some linearization
methods should be used before controller design.

Feedforward control for MIMO systems

The feedforward control algorithms discussed above concen-
trate on SISO (Single-Input-Single-Output) systems. Feed-
forward control algorithms for MIMO (Multi-Inputs-Multi-
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Outputs) control systems are also needed to be explored
because they are widely used in industrial processes. Most
of the time, the only difference between SISO system and
MIMO system is coupling. The coupling problem between
different inputs and outputs may cause serious problems in
system control stage. The most frequently and effectively
applied method is making MIMO system decoupled first
and treating the decoupled system as several SISO systems
(Gagnon et al. 1998; Shinskey et al. 1990), so that all the
feedforword control algorithms discussed above can be used
accordingly.

Similar to SISO systems, the main applications of the
feedforward control algorithms used in MIMO systems are
trajectory tracking and disturbance rejection (xin and Hou
peng 2011). Moreover, feedforward control may also be
used to make the MIMO systems decoupled directly at times
(Jiang et al. 2015). An optimal disturbance rejection feedfor-
ward control algorithm for MIMO was proposed in xin and
Hou peng (2011). The method seems to be straightforward
and easy to be implemented, but the presentation and simula-
tion of the paper are relatively simple and cannot fully express
the effectiveness of the proposed algorithm.Ref. Piccagli and
Visioli (2009), Malchow and Sawodny (2012), and Jain et al.
(2010) present some examples of feedforward algorithms
used in improving the MIMO system reference tracking per-
formance. Most of them are designed on top of the system
inverse model as well. An analytical set-point following con-
trol scheme for MIMO processes was proposed in Piccagli
andVisioli (2009). The proposed control strategy seems to be
useful, but the complexity of the analytical processes should
be taken into account. So the application domain of this kind
of MIMO feedforward control algorithms still needs to be
further explored. Some industrialMIMOfeedforward control
processes are shown in Malchow and Sawodny (2012) and
Jain et al. (2010). Their design processes are straightforward,
but the improvements on the MIMO system tracking perfor-
mance are impressive. Besides, there are some feedforward
control algorithms for MIMO systems based on intelligent
control methods, namely fuzzy control or neural network
control and etc, presented in Rong et al. (2015), Abilov et al.
(2002), Chiu (2006), Karer et al. (2011), andAli et al. (2010).

Feedforward control in industrial application

In this section, some benchmarks of feedforward control
algorithms used in industry processes are presented.

Ratio control

Ratio control which has been widely applied in industry pro-
cesses is a special kind of feedforward control (Powell et al.
1998; Brosilow and Joseph 2002; Hori et al. 1999; Bartroli

et al. 2010; Skogestad and Morari 1987; Kaibel 1987; Dang
et al. 2017). It is essentially one of the simplest types of feed-
forward control. The objective of ratio control is maintaining
a specified ratio of two process variables. Most of the time,
the two process variables are flow rates. For example, if there
is a disturbance variable d in the controlled system, a manip-
ulated variable u will be needed, so the specific ratio will
be R = u/d. The ratio R is usually kept as a constant, and
the manipulated variable value will change together with the
change of the disturbance variable. There are some represen-
tative applications of ratio control including applications in
blending operations (Gonzalez 1995), reactors (Bartroli et al.
2010), distillation columns (Skogestad and Morari 1987;
Kaibel 1987), furnace (Kusama et al. 1986) and etc.

There are two typical kinds of ratio control implemen-
tations as shown in Fig. 4 (Seborg et al. 2010). In Fig 4a,
flow rates of both disturbance and manipulated stream are
measured, and the ratio Rm is calculated by Rm = um/dm .
Then the calculated Rm will be sent to a ratio controller
(RC) and compared to the ratio set point value Rd . At
last, the manipulated flow um will be adjusted according
to the comparison result of Rm versus Rd . This can also
be treated as a feedback system, therefore, its reaction to
the disturbance change will be slow. Besides, another sig-
nificant disadvantage of this control scheme is the divider
in the control loop may lead to nonlinear behavior of the
process gain. An alternative implementation scheme is illus-
trated in Fig. 4b.When a disturbance stream d comes into the
controlled system, it will be measured and sent to the ratio
station (RS) first, and then multiplied by the set point ratio
Rs . Hence, the output signal of RS is the set point stream
usp which can be used to modify the flow rate of manipu-
lated stream value u. In this scheme, the process gain is a
constant during control process, so it is more preferred by
control engineers. Ref. Hägglund (2001) presents a modified
version of this ratio control scheme aimming at the tran-
sient mismatch between disturbance stream andmanipulated
stream.

Learning feedforward control

Conventional feedforward controller design is normally
based on analytical calculation which requires fairly accu-
rate process model. However, these accurate model may not
always be available before running the process, and some-
times the process disturbance may change overtime. Aiming
at this problem, the learning feedforward control algorithm
which only requires the on-sitemeasured feedback loop char-
acteristic was proposed by Tao et al. (1994a). This control
scheme has been widely applied in a lot of industry man-
ufacture processes ever since, especially in semiconductor
fabrication (Tao et al. 1994b;Choi andDo2001). Itmakes the
tuning of feedforward controller easier because it can learn
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from the past on-site control circulation. Since a lot of man-
ufacturing tasks are repetitive target-oriented, the learning
algorithm is comparatively suitable for the tasks (Tao et al.
1994a). An example of applying the learning feedforward
control scheme to the rapid thermal processing stage of semi-
conductor wafer manufactory process has been presented in
Tao et al. (1994a). It is shown that one processing step time
has been reduced by more than 20 seconds which is quite
significant to this rapid thermal processing by this approach.
Another implementation dynamic feedforward filter which
is driven by appropriate feedforward signals was proposed
in Tao et al. (1994b). The extension of this scheme has been
applied to nonlinear systems and has received quite satisfac-
tory results (Tao et al. 1994c). Besides, a frequency domain
adaptive learning feedforward control algorithm which was
also proved to be applicable to industry processes with non-
linearities was presented in Chen and Moore (2001) with
only two tuning knobs.

Intelligent feedforward control

Classical feedforward control algorithm has some limita-
tions. For example, it is hard to deal with the system
nonlinearities, plantmodel uncertainties and time delay term.
Therefore, except from the traditional feedforward control
algorithms, there are some advanced control schemes which
combines feedforward concept with some intelligent con-
trol methods. A hybrid intelligent control strategy which
includes feedforward neural network and fuzzy logic control
algorithms was proposed in Chen (1992) for semiconductor
manufacturing process. It is shown that this innovative intelli-
gent control scheme could achieve several improvements like
higher yield, enhanced processing uniformity, efficient fab-

rication and so on, and it is also applicable to other chemical
processes. A similar work applied on rapid thermal process
temperature control which combined iterative learning con-
trol with feedforward neural network algorithm can be found
inChoi andDo (2001). The controller could adapt itself to the
dynamic changes in on-site environments and it was proved
that it could get fast convergence. Another effort on quick
wafer alignment which used feedforward neural networks
has also proved to be more effective than conventional meth-
ods (Kim et al. 2010). Moreover, a criteria decision making
method which was achieved by feedforward neural network
model was presented in Wang and Malakooti (1992). The
effectiveness of this method was supported by theoretical
analysis as well as illustrative simulation results. However,
most of the papers which proposed intelligent feedforward
control algorithms have not discussed about the implementa-
tion of the method. Hence, the implementation problem and
economical benefits of these novel control schemes still need
to be verified by researchers and engineers.

Some other efforts of feedforward controller applied in
industry manufactory processes can be found in Ho et al.
(2007), Schaper et al. (1992), Wagner et al. (1999), Ruegseg-
ger et al. (1999), Stoddard et al. (1994) and Wu et al. (2007).

Other questions of feedforward control

Stability of feedforward control system

There are usually three vital points in control systems, namely
dynamic performance, stability and robustness. We have
focused on the dynamic performance of the systems with
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feedforward controller in the above sections, in this section,
we will discuss the stability of these systems.

For the feedforward controllers which are designed for
disturbance elimination, the signals always travel forward
and will not go through a feedback loop. Under this cir-
cumstances, the feedforward controllers will not impact the
stability of the original system. But they are also not able to
prevent instability in the system response (Corripio 2000).

However, there is another scenario when the feedforward
controller is designed for perfect tracking. In this situation,
the signals will also travel forward, but they will go through a
loop, so the feedforward term itself should be stable to guar-
antee that the system is stable after adding the feedforward
term. Besides, we have already introduced how to design a
stable feedforward tracking controller in section “Feedfor-
ward controller for reference tracking”.

Robustness design of feedforward control system

As mentioned in the above sections, both feedforward con-
trollers for disturbance rejection and perfect tracking are
based on accurate disturbance model or closed-loop sys-
tem model, and they are sensitive to the model uncertainties.
There have already been some papers discussing about the
robustness issue in feedforward controller design. Ref. Adam
andMarchetti (2004) stressed that a robust feedforward con-
troller should not be tuned independently from the feedback
loop, and there were two examples in this paper presenting
the satisfactory results of the proposed robust tuningmethod.
However, this may be not enough to fully support the point
in the paper. So it is suggested to be treated as a sufficient
but not necessary condition in solving robust feedforward
controller tuning problem. Another efficient convex feedfor-
ward controller design which was a practical method based
on frequency gridding was proposed in Ferreres and Roos
(2005). Nevertheless, the application domain of this method
has not been illustrated accordingly. Moreover, some robust
tracking design algorithms have been discussed in Miyazaki
et al. (2004), Tan et al. (2006), and Ko et al. (2013).

Feedforward control or feedback control ?

It was emphasized in the beginning of this paper that all
the systems discussed are feedforward-feedback combined
systems. But could a system be driven only by a feedforward
controller? An entirely feedforward-driven system always
cannot adjust itself to meet the set-point reference, though
it can take action in advance when a disturbance enters the
system. On the other hand, a feedback-driven system can
detect the error between set-point signal and actual output
and then correct the error, but it cannot eliminate a significant
disturbance immediately and may cause other troubles in
the actual output. Therefore, an ideal control system will

be a well tuned feedback-driven system with an ’add on’
feedforward term which takes care of significant disturbance
elimination or perfect tracking.

Lacking elements and future research trends of
feedforward control

As we have discussed in the previous sections, there are
still some drawbacks and limitations in the existing feedfor-
ward control technologies. The lacking elements and future
research trends are briefly summarized as following:

(1) As it was discussed in subsection “Robustness design of
feedforward control system”, most of the existing feed-
forward controller are model-based, so the controlled
systems are sensitive to model uncertainties. This will
limit the industrial application domain of feedforward
controller because completely accurate models may not
easy to be achieved. Therefore, feedforward control algo-
rithm which is robust to model uncertainties is needed to
be explored.

(2) Several feedforward control algorithms used on indus-
trial applications have been presented by researchers
and engineers. However, most of them focused only on
dynamic control performance improvement. The imple-
mentationmethods, limitations and economic cost which
are equally important as dynamic control performance in
this field are ignored. These aspects should be discussed
to improve the practicability of the future work.

(3) The feedforward tracking controller presented in sub-
section “Tuning of zero phase error tracking controller”
may have an improper expression, and the controlled
system may be sensitive to high frequency disturbance.
The related research on these problems will be useful to
enlarge the application domain of the feedforward track-
ing control algorithms.

(4) More industrial application examples are needed to
demonstrate the effectiveness of feedforword controllers
used in various fields.

(5) Most existing feedforward control strategies are applied
on linear time invariant systems. The corresponding con-
trol algorithms used on nonlinear systems need to be
further studied.

Example

In this section, an industrial application example of feed-
forward disturbance rejection controller is presented, so that
readers can get an authentic understanding of how feedfor-
ward controllers design and work. All the on-site data used
in this section has been scaled to protect the supplier privacy
and also to make the results easy to be understood.
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Fig. 5 The internal structure of
a plasma etching chamber

Fig. 6 The cross section of a plasma etching chamber

The system we are working on is a plasma etching cham-
ber of a semiconductor manufactor. The configuration of the
chamber is quite complicated as shown in Figs. 5 and 6, but
it can be considered as a four zones heater abstractly. Hence,
the controlled plant is essentially a four-input-four-output
system. Since we have already added some decouplers in the
corresponding zones, so each of the four zones can be treated
as a SISO system. Moreover, because the disturbance forms
of each zone are similar, we just take one zone as our control
objective for simplicity.

Every time when plasma is placed on the heater, it will
cause some fluctuation on the chamber temperature. This
is a common and inevitable phenomenon in plasma etching
process, and the etching quality will degenerative if the fluc-
tuation is bigger than the tolerance interval. Beforewe put the
disturbance rejection feedforward controller into the control
loop, the fluctuation amplitude was ± 0.15 ◦C when a 10 ◦C
set-point was applied. It was not too big but still quite signif-
icant in plasma etching process, thus we decided to reduce

the fluctuation amplitude into ± 0.05 ◦C to improve etching
quality.

There are mainly five steps in the disturbance rejection
feedforward controller design process. Firstly, we should
collect on-site disturbance data andmake analysis of the com-
position of the disturbance caused by plasma involvement.
Secondly, disturbance model identification should be done
based on the collected on-site data. Then, the correspond-
ing feedforward controller can be designed according to the
tuning method presented in section “Tuning of feedforward
controller for disturbance rejection” and Fig. 1. After we
get both the plasma disturbance and feedforward controller
models, we simulate the whole process in Matlab/Simulink
to verify the control performance and may retune the con-
troller. Finally, after all the above steps are accomplished,
the disturbance rejection feedforward controller will be inte-
grated into the real tool, and tests will be conducted to verify
the effectiveness of the designed controller. However, some
compromises may have to be made during the implementa-
tion process of the controller according to the implementation
and maintenance cost.

Disturbance analysis and on-site data collect

Since the heating chamber is quite complicated, many factors
may contribute to the disturbance caused by plasma involve-
ment. For example, RF (Radio Frequency) bias power impact
which comes from chamber bottom, TCP (Temperature Con-
trol Power) impact which comes from chamber top, isolation
gas (argon, oxygen or mixture gas) impact, chamber pres-
sure impact, set-point temperature impact, and etc. After the
disturbance elements are clear, different sets of data under
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Fig. 7 On-site data of plasma disturbance

different disturbance conditions, namely under different RF
bias power and TCP, are collected. One example of the data
sets which has 12 steps with different power combination is
shown in Fig. 7.

Disturbance model identification

The on-site data sets got as Fig. 7 are quite long and com-
plicated with 12 steps. We cut each set of the data into 12
steps and normalize them to make the fitting process sim-
pler. The two impacts, namely RF bias power impact and
TCP impact are chosen as inputs, and the on-site disturbance
data is treated as output in themodel fitting process. In indus-
trial control systems, a lot of processes can be modeled or
approximated in the following form:

G(s) = K

T s + 1
e−Ls . (20)

So we also use this model to fit the data as:

Gr f (s) = 0.018

22s + 1
e−2s, (21)

Gtcp(s) = 0.0019

22s + 1
e−2.1s, (22)

where, Gr f (s) and Gtcp(s) are RF bias power disturbance
model and TCP power disturbance model respectively.

Feedforward controller design

The original process plant model is

G(s) = 1.1877

20s + 1
e−s . (23)
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Fig. 8 RF bias and TCP disturbance inputs

According to Eqs. (6), (21)–(23) and the control structure
diagram in Fig. 1, the following feedforward controllers are
obtained aiming at the corresponding disturbance:

G f r f (s) = 0.0152(20s + 1)

22s + 1
e−s, (24)

G f tcp(s) = 0.0016(20s + 1)

22s + 1
e−1.1s, (25)

where, G f r f (s) and G f tcp(s) are RF bias power distur-
bance and TCP disturbance rejection feedforward controllers
respectively.

Simulation

After all the parameters of models and controllers are
achieved, we first test the control algorithm by simulation
instead of on-site tool test in order to reduce the tuning time
and implementation cost. The simulation diagram is gener-
ated based on the block diagram shown in Fig. 1. The system
set-point input temperature is 10 ◦C , and the disturbance
inputs are RF bias power and TCP respectively which are
generated as shown in Fig. 8. If we do not put the designed
feedforward disturbance rejection controllers in the control
loop, the system output will be impacted by RF bias power
andTCPasFig. 9 illustrates. It can be seen fromFig. 9 that the
disturbances impact the output with a fluctuation around ±
0.15 ◦C when the input temperature is fixed as 10 ◦C . Then,
the above two designed feedforward disturbance rejection
controller are integrated into the feedforward loops respec-
tively, and the control performance is shown in Fig. 10. The
stable temperature trajectory in Fig. 10 shows that the distur-
bance impacts are completely eliminated by the feedforward
controllers.
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Fig. 9 System output without feedforward controllers
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Fig. 10 System output with feedforward controllers

Furthermore, different from pure research, added cost of
implementation and maintenance is also one of the most
important factors which affect the success degree of our con-
trol algorithm. The real semiconductormanufactory chamber
is quite complicated, the added cost of a dynamic model will
be much more than a static one. Besides, it is also shown in
Eqs. (24) and (25) that both of the dynamic models of these
two controllers are close to 1. Therefore, a more econom-
ical way is removing the dynamic parts and only applying
two static gains with corresponding delay. The system out-
put with only gain and delay compensation can be found in
Fig. 11. It is shown in Fig. 11 that the disturbance inputs
only cause ± 0.02 ◦C output fluctuations with only gain and
delay compensation. Since our target is reducing the fluc-
tuations into ± 0.05 ◦C , only static feedforward controller
is enough to satisfy both control performance and economic
requirements.
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Fig. 11 System output only with gain and delay compensation
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On-site tool test

After all the design and verification stages are accomplished,
the feedforward controllers are implemented into the real
tool chamber to conduct the final tool test stage. The tem-
perature set-point input and disturbance inputs are the same
as we used in the above simulation. The feedforward con-
trol performance is shown in Fig. 12, in which the three
blue lines are the original outputs without static feedforward
compensation, the five red lines are outputs with disturbance
compensation. The first 20 seconds period is the initializa-
tion process which can be ignored. It is clearly illustrated
by Fig. 12 that the disturbance impacts have been signif-
icantly reduced by the added feedforward controllers. The
on-site tool test result is exactly accorded with the theoreti-
cal derivation and simulation results.
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Conclusion

In this paper, a comprehensive review of feedforward con-
trol algorithms in industrial application has been presented.
Two major categories, i.e. aiming at disturbance rejection
and reference tracking are introduced together with their own
usage and application fields. Feedforward control algorithms
for MIMO systems, some other commonly used industrial
controller design methods and some frequently occurred
problems have also been discussed. Comments on when and
how to implement different kinds of feedforward controllers
are given, therefore, researchers and engineers with various
academic backgrounds can get easily involved in this field.
A detailed industrial data based example is presented to give
readers an authentic feeling of how to design feeforward
controller for performance improvement as well as reduc-
ing economic expense.
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