
Frequency Domain Modeling and Control of Fractional

Order System for Permanent Magnet Synchronous

Motor Velocity Servo System

Wei Yua,b, Ying Luob, YangQuan Chenc, YouGuo Pib

a Department of Automation, Guang Dong University of Technology, Guangzhou, P.R.
China. Email: yuweiscut@163.com

bKey Laboratory of Autonomous Systems and Network Control Ministry of
Education,Department of Automation Science and Engineering, South China University

of Technology, Guangzhou, P.R. China.
c Mechatronics, Embedded Systems and Automation (MESA) Lab,

ME/EECS/SNRI/UCSolar, School of Engineering, University of California, Merced,
5200 N. Lake Road, Merced, CA 95343, USA

Abstract

This paper presents fractional order system modeling and control for a per-
manent magnet synchronous motor (PMSM) velocity servo system. Fraction-
al order model of the PMSM velocity servo system is obtained theoretically
for an improved modeling precision. In order to identify the parameters of
the proposed fractional order model, an enhancement of the classic Levy i-
dentification method with weights is applied. In a real-time PMSM velocity
servo plant, the fractional order model is identified according to the exper-
imental tests using the presented algorithm. The fact that the fractional
model is more accurate than traditional integer order model is substantiated
using by the mean square error performance index. Two H∞ stabilizing out-
put feedback controllers are designed for velocity servo using a simple scheme
according to the identified fractional order model and the traditional integer
order one, respectively. The experimental test performance using these two
designed H∞ controllers is compared to demonstrate the advantage of the
proposed fractional order model of the PMSM velocity system.
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1. INTRODUCTION

In recent years, studies of fractional calculus and its applications in var-
ious areas of sciences, engineering and industry have increased significantly,
among which fractional order system control is an active area of research
and development [1][2].The advantages of using fractional calculus in control
applications are closed related to the the precision of modeling a system us-
ing fractional which has the memory and hereditary effects[3][4][5]. Thus the
fractional calculus has been used for modeling in different application fields.
Identification in the frequency domain is a particular case with great interest
in applications[6]. For example, the memory effect in capacitor and inductor
can be modeled by fractional derivative. Numerical experimental examples
and measurements are shown to verify the fractional order characteristics of
inductor[7][8].

Permanent magnet synchronous motors(PMSM) have been widely used
in high precision motion control applications. The modeling and control of
PMSM servo system can be found in many literatures[9][10]. Since the ener-
gy storage elements such as capacitor and inductor have the fractional order
characteristics[11][12], the precise model of PMSM plant which includes the
inductor should also be with fractional order characteristics. With the frac-
tional order system identification method in time domain, a fractional order
model of the PMSM velocity servo system is presented in [13]. It is known
that fractional order operator is a kind of non-local operators with infinite
dimensional characteristics[14]. Therefore, in the time domain, large amoun-
t of data needs to be collected for the fractional order dynamics as shown
in [13].The frequency domain method is be used to identify fractional order
system has two advantages, one is that it can avoid the difficulty of collect a
large amount of data in the time domain. Moreover, a lot of mature theory
and method in frequency domain identification for integer order system can
be learned.

In this paper, a fractional order model is proposed for PMSM velocity
control system, the effects of the two fractional orders in the model are dis-
cussed. A frequency domain system identification method is presented for
the proposed fractional order system modeling. Frequencies responses data
from real-time experimental tests are collected and the system identification
method based on enhancing Levy identification algorithm with weights is p-
resented. Two H∞ stabilizing output feedback controllers for PMSM velocity
servo are designed using a simple scheme according to the identified fractional
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order model and the traditional integer order one, respectively. The experi-
mental velocity tracking performance using these two designedH∞ stabilizing
output feedback controllers is compared to demonstrate the advantage of the
proposed fractional order model of the PMSM velocity system.

The major contributions of this paper include: (1) Fractional order model
of the PMSM velocity servo system is obtained theoretically; (2) the frac-
tional order model is identified according to the experimental tests using
the system identification algorithm based on enhancing Levy identification
method with weights; and (3) the fact that the fractional model is more ac-
curate than traditional integer order model is demonstrated using the mean
square error (MSE) performance index;

This paper is organized as follows: Sec. 2 presents the fractional order
model for the PMSM velocity servo system. In Sec. 3, the new system iden-
tification scheme with weights enhancement based on the Levy identification
method is discussed. The process of fractional order system identification is
shown in Sec. 4. In Sec. 5, two H∞ stabilizing output feedback controllers
are designed with the same scheme according to the identified fractional or-
der model and the traditional integer order one, and real-time experimental
results are presented to demonstrate the advantage of the proposed fractional
order model. The conclusion is given in Sec. 6.

2. Fractional Order Model for PMSM Velocity Servo System

According to the motor control theory, three-phase PMSM control can
be similar to DC motor control by applying the space vector pulse width
modulation (SVPWM) control strategy [15], as shown the equivalent circuit
of synchronous motor in Fig.1 [16].
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Figure 1: Equivalent circuit of synchronous motor.
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Assuming the current of main circuit is continuous, the dynamic voltage
equation is as following:

Ud = RId + L
dId
dt

+ E (1)

where Ud is the armature voltage, R is the stator resistance, Id is the armature
current, E is the back electromotive force (BEMF). Ignore the viscous friction
and elastic torque, the dynamic equation of motor shaft is [17]

Te − TL =
GD2

375

dn

dt
(2)

where Te is electromagnetic torque, TL is load torque of the motor , GD2 is
electric drive systems convert to the motor shaft of the flywheel moment of
inertia [17]. Back electromotive force E and electromagnetic torque Te can
be expressed as:

E = Cen (3)

Te = CmId (4)

where Ce is the electromotive force coefficient of motor, and Cm is the torque
constant and Cm = 30

π
Ce, substituted into equation (1) and (2), we can get

Ud − E = R(Id + Tl
dId
dt

) (5)

Id − IdL =
Tm

R

dE

dt
(6)

where Tl is the electrical time constant and Tl =
L
R
, Tm is the mechanical time

constant and Tm = GD2R
375CeCm

. IdL is the external load current and IdL = TL

Cm
.

Under zero initial conditions, take the Laplace transformation on either side
of the equation (5), the transfer function between the voltage and current is

Id(s)

Ud(s)− E(s)
=

1
R

Tls+ 1
(7)

From equation (6), we can get the transfer function between the current and
electromotive force as

E(s)

Id(s)− IdL(s)
=

R

Tms
(8)
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Figure 2: The dynamic block diagram of DC Motor.

Considering the velocity of motor n = E
Ce
, the dynamic block diagram of

direct current motor is shown in Fig. 2. The transfer function of PMSM
velocity control system can be expressed as an integer model as follows:

G(s) =
1/Ce

TmTls2 + Tms+ 1
(9)

In [11], a fractional model is identified to describe a three-dimensional net-
work consisting of resistive and capacitive elements distributed across sever-
al interconnected layers. Meanwhile, considering the fact that the electrical
characteristics of capacitor and inductor are fractional [8], the fractional or-
der model of PMSM velocity control system is proposed as follows:

Ud − E = R(Id + Tl
dIζd
dtζ

) (10)

Id − IdL =
Tm

R

dEϑ

dtϑ
(11)

where ζ and ϑ are fractional orders. After the Laplace transform, the transfer
function of PMSM velocity control can be expressed as

G(s) =
1/Ce

TmTlsζ+ϑ + Tmsζ + 1
. (12)

With fractional order ζ and ϑ changing from 1 to 0.1 in equation (12), the
step response of integral and inertial element become faster, as shown in Fig.
3. In section 5 of experimental validation, this characteristic is validated on
the experimental platform setup.
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(a) Step response of integral element.
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Figure 3: Step response of two elements for the PMSM fractional model.

Referring to the concept of continuous distribution order[18], the general
fractional system can be transformed into commensurate order fractional
system. Consequently, the equation (12) can be expressed as

G(s) =
b0

a2s2q + a1sq + 1
. (13)

Here, a1, a2, b0, and q are the parameters to be identified. Applying this
fractional order model (13), it is estimated that the characteristics of PMSM
velocity control dynamics can be described more accurately over the tradi-
tional integer order model (9) since this fractional order feature in model
(13) is closer to the nature of the components in PMSM [19][20].

3. System Identification of the Fractional Order Model

3.1. Fractional Order System Identification with Basic Levy’s Method

According to the PMSM velocity servo system (13), the general transfer
function of this fractional order model can be presented as,

Ĝ(s) =
b0 + b1s

q + b2s
2q + . . .+ bms

mq

a0 + a1sq + a2s2q + . . .+ ansnq
=

∑m
u=0 bus

uq∑n
p=0 aps

pq
. (14)

where m and n are zero or positive integers, and q is a positive fractional
order number. Without loosing generality, we set a0 = 1. The frequency
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response of (14) is

Ĝ(jω) =

∑m
u=0 bu(jω)

uq

1 +
∑n

p=1 ap(jω)
pq

=
N(jω)

D(jω)
=

α(ω) + jβ(ω)

σ(ω) + jτ(ω)
. (15)

α,β, are the real and imagine parts of numerator N respectively; σ,τ are the
real and imagine parts of denominator D respectively; So, we have

α(ω) =
∑m

u=0 buRe[(jω)uq],
σ(ω) =

∑n
p=0 apRe[(jω)pq] = 1 +

∑n
p=1 apRe[(jω)pq],

β(ω) =
∑m

u=0 buIm[(jω)uq],
τ(ω) =

∑n
p=1 apIm[(jω)pq].

(16)

The error between the identified model and the real plant, for a given fre-
quency ω, will be

ϵ(jω) = G(jω)− N(jω)

D(jω)
. (17)

Minimizing this error for an accurate system model identification would be
an obvious but difficult way by adjusting the parameters in (14). Instead of
this, Levy’s method minimizes the square of the following norm [22]:

E(jω)
def
= ϵ(jω)D(jω) = G(jω)D(jω)−N(jω). (18)

Omitting the frequency argument ω to simplify the notation, we have

E = GD −N = [Re(G) + jIm(G)](σ + jτ)− (α + jβ)

= [Re(G)σ − Im(G)τ − α] + j[Re(G)σ + Im(G)τ − β].
(19)

Since |E|2 = EE∗, and E∗(jω) = G∗(jω)D∗(jω) − N∗(jω), in order to get
the minimal norm of E, we can get the following partial derivative equations
with respect to one of the coefficients ap(p = 1, 2, ..., n) or bu(u = 0, 1, ...,m)

∂E

∂ap
E∗ + E

∂E∗

∂ap
= 0 ap = a1, a2, . . . , an. (20)

∂E

∂bu
E∗ + E

∂E∗

∂bu
= 0 bu = b0, b1, . . . , bm. (21)

From (15), it can be seen that

∂E

∂ap
= G(ω)(jω)pq,

∂E∗

∂ap
= G∗(ω)(−jω)pq. (22)
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∂E

∂bu
= −(jω)uq,

∂E∗

∂bu
= −(−jω)uq. (23)

Define A(ω)
def
= |G(ω)|, φ(ω) def

= arg[G(ω)], Then G(ω) and G∗(ω) can be
expressed as following: G(ω) = A(ω)ejφ(ω), G∗(ω) = A(ω)e−jφ(ω), Omitting
the frequency ω to simplify the notation, (20) and (21) lead to{

(G∗D∗ −N∗)G(jω)pq + (GD −N)G∗(−jω)pq = 0
−(G∗D∗ −N∗)(jω)uq − (GD −N)G∗(−jω)uq = 0

⇒{
G∗G(D∗jpq +D(−j)pq)−N∗Gjpq −NG∗(−j)pq = 0

G∗(D∗juq +GD(−j)uq)−N∗juq −N(−j)uq = 0
⇒

A2
n∑

i=0

{ai[(−j)iqjpq + jiq(−j)pq]ωiq}

−A
m∑
i=0

{bi[(−j)iqjpqejφ + jiq(−j)pqe−jφ]ωiq} = 0

p = 1, · · · , n
A

n∑
i=0

{ai[e−jφ(−j)iqjuq + ejφjiq(−j)uq]ωiq}−
m∑
i=0

{bi[(−j)iqjuq + jiq(−j)uq]ωiq} = 0

u = 0, · · · ,m

(24)

The results of Levy’s method are not equally good at all frequencies [21],
but this last step helps address the problem. With ±j = e±j(π/2) and ejx =
cosx+ jsinx, we can get ejx + e−jx = 2cosx. So,

(−j)iqjpq + jiq(−j)pq = 2 cos
[π
2
q(p− i)

]
(25)

(−j)iqjpqejφ + jiq(−j)pqe−jφ = 2 cos
[
q
π

2
(p− i) + φ

]
(26)

e−jφ(−j)iqjuq + ejφjiq(−j)uq = 2 cos
[
q
π

2
(i− u) + φ

]
(27)

Inserting (25),(26) and (27) into (24), we have
A

n∑
i=0

{
ai cos

[
q(p− i)π

2

]
ωiq

}
−

m∑
i=0

{
bi cos

[
φ+ q(p− i)π

2

]
ωiq

}
= 0

p = 1, · · · , n
A

n∑
i=0

{
ai cos

[
φ+ q(i− u)π

2

]
ωiq

}
−

m∑
i=0

{
bi cos

[
q(u− i)π

2

]
ωiq

}
= 0

u = 0, · · · ,m
(28)
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Theoretically, data from only one frequency suffice to modeling the plan-
t. But in practice, due to the noise and other system uncertainties, one
frequency behavior of the plant cannot be trusted as the real frequency be-
havior of the plant in the whole frequency domain. Therefore, in order to
get an accurate system model, the data with f frequencies are used for the
system identification as shown in following equations:

f∑
g=1

(
Ag

n∑
i=0

{
ai cos

[
q(p− i)π

2

]
ωiq
g

}
−

m∑
i=0

{
bi cos

[
φg + q(p− i)π

2

]
ωiq
g

})
= 0

p = 1, · · · , n
f∑

g=1

(
Ag

n∑
i=0

{
ai cos

[
φg + q(i− u)π

2

]
ωiq
g

}
−

m∑
i=0

{
bi cos

[
q(u− i)π

2

]
ωiq
g

})
= 0

u = 0, · · · ,m
(29)

3.2. Fractional Order System Identification with Weights Enhancement

The reason we use the weights enhancement is to counterbalance a known
issue of Levy’s method which leads to the identified model well fitting in high
frequency range but poor fitting in low frequency range [23] [24].

Therefore, we apply the enhancement by weighting each frequency depen-

dent weight w(ωg)
def
= wg. When the weights enhancement is used, system

(28) for a frequency ωg becomes
Ag

n∑
i=0

{
ai cos

[
q(p− i)π

2

]
ωiq
g wg

}
−

m∑
i=0

{
bi cos

[
φg + q(p− i)π

2

]
ωiq
g wg

}
= 0

p = 1, · · · , n
Ag

n∑
i=0

{
ai cos

[
φg + q(i− u)π

2

]
ωiq
g wg

}
−

m∑
i=0

{
bi cos

[
q(u− i)π

2

]
ωiq
g wg

}
= 0

u = 0, · · · ,m
(30)

From equation (29), we can obtain

f∑
g=1

(
Ag

n∑
i=0

{
ai cos

[
q(p− i)π

2

]
ωiq
g wg

}
−

m∑
i=0

{
bi cos

[
φg + q(p− i)π

2

]
ωiq
g wg

})
= 0

p = 1, · · · , n
f∑

g=1

(
Ag

n∑
i=0

{
ai cos

[
φg + q(i− u)π

2

]
ωiq
g wg

}
−

m∑
i=0

{
bi cos

[
q(u− i)π

2

]
ωiq
g wg

})
= 0

u = 0, · · · ,m
(31)

9

Page 10 of 23

IET Review Copy Only

IET Control Theory & Applications



The way to find reasonable values for weights is [21]

wg =


ω2−ω1

2ω2
1

if g = 1
ωg+1−ωg−1

2ω2
g

if 1 < g < f
ωg−ωg−1

2ω2
g

if g = f

(32)

J is the mean square error (MSE) performance index given by

J =
1

f

f∑
i=1

[
G(jω)− Ĝ(jω)

]2
(33)

4. Frequency Domain Identification for the Fractional Order Model

4.1. Introduction to the Experimental Platform for System Identification

In this paper, a PMSM velocity control experimental platform is applied
for the system identification of the proposed fractional order model and the
control performance verification. As shown in Fig. 4, the Space Vector Pulse
Width Modulation (SVPWM) [25] control scheme is applied for the PMSM
control with sine wave voltage input signal. This SVPWM control is a scheme
using 3-phase power inverter. This 3-phase inverter consists of three groups
of power insulated-gate bipolar transistor (IGBT) power transistors. The
details of the SVPWM control with 3-phase inverter are introduced in [15].
The motor speed is measured by the optical encoder mounted on the PMSM.
The parameters of the PMSM applied in this platform is shown in Table 1.

Table 1: Nominal Parameters of the PMSM
Rated power 0.5 (kw)
Rated speed 2000 (r/min)
Rated torque 2.4 (N.m/Arms)
Armature resistance 2.43 (ohm)
Mechanical time constant (Tm) 9.0 (ms)
Electrical time constant(Tl) 3.2 (ms)
Number of poles 8
Moment of inertia 0.00121 (kg.m2)

The real-time PMSM velocity control experimental platform is also pre-
sented for the control performance experimental validation. As shown in the

10

Page 11 of 23

IET Review Copy Only

IET Control Theory & Applications



Sine

VDC

SVPWM Inverter PMSM

Figure 4: Block diagram of the experimental platform for system identification.

Fig. 5, the PMSM is controlled by the servo drive with JTAG emulator inter-
face connecting to the computer for signal monitoring. The code composer
studio software tool is used for the online tuning and debugging.

4.2. Frequency Domain Identification from Real-time Experiment

In fact, the essence of motor plant model is a low-pass filter, the definition
of frequency domain range is depend on the applications. We choose 10 points
in frequency range [0.1, 100], such as 0.1Hz, 0.5Hz, 1Hz, 2Hz, 5Hz, 10Hz,
20Hz, 50Hz, 80Hz, and 100Hz. The exact frequency responses of PMSM
were recorded.

As shown in the Fig. 5, the code composer studio (CCS) software is used
to record the input and output signals simultaneously. For example, fig.
6 shows speed response of the PMSM with input voltage sinusoidal waves,
where the amplitude of voltage is 31V, and frequency equals to 10Hz. So we
can get A6 = 20 ∗ lg(48/31) = 3.79, and φ6 = −79.74◦.

In order to decrease the influence of random errors, the experiment is
repeated 10 times on each frequency and took the average. Table 2 are
presented for frequencies in the following range ω ∈ [0.1, 100], to show the
data for the system identification. Meanwhile, the results in Table 2 are
illustrated in fig. 8 with stars.

Considering the fractional transfer function of PMSM velocity servo sys-
tem (13) and the generalized form (14), it can be obtained m = 0, n = 2 in
(14). Then the identification methods introduced in Section 3 can be applied.
We choose f=10 and the definition range q = (0, 1] with 0.01 interval, there-
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Figure 5: Experimental platform setup.

fore, q = 0.01, 0.02, 0.03, · · · 1, according to equations (31) and (32), a1, a2, b0
can be calculated from the following equations

10∑
g=1

(
Ag

2∑
i=0

{
ai cos

(
(1− i) qπ

2

)
ωiq
g wg

}
− b0 cos

[
φg +

qπ
2

]
wg

)
= 0

10∑
g=1

(
Ag

2∑
i=0

{
ai cos

(
(2− i) qπ

2

)
ωiq
g wg

}
− b0 cos [φg + qπ]wg

)
= 0

10∑
g=1

(
Ag

2∑
i=0

{
ai cos

(
φg +

iqπ
2

)
ωiq
g wg

}
− b0wg

)
= 0

(34)

Table 2: Data used in the system identification

Frequency (Hz) 0.1 0.5 1 2 5
Gain (dB) 15.85 15.45 14.73 12.84 8.72
Phase (deg) -3.57 -13.81 -23.62 -38.47 -63.45
Frequency (Hz) 10 20 50 80 100
Gain (dB) 3.79 -1.86 -11.98 -17.53 -20.6
Phase (deg) -79.74 -94.82 -119.47 -128.14 -135.41
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Figure 6: Speed response of the PMSM with sine wave voltage input.

According to the equation (32), the weights wg equal to w1 = 20, w2 =
1.8, w3 = 2.25, w4 = 0.18, w5 = 0.225, w6 = 0.01, w7 = 0.0028, w8 = 0.0031, w9 =
0.0019, w10 = 0.0005. We can obtain the MSE performance index J from e-
quation (33) with the identified Ĝ(jω) = Â(ω)ejφ̂(ω) as following

J =
1

10

10∑
g=1

[(
A(ω) cos(φg)− Â(ω) cos(φ̂g)

)2

+
(
A(ω) sin(φg)− Â(ω) sin(φ̂g)

)2
]

(35)
With q = 0.01, 0.02, 0.03, · · · 1, Fig.7 shows the relationship between the MSE
performance index J and fractional order q.

From fig.7, it can be seen that when q=0.87 with the parameters a1 =
0.097, a2 = 0.00078, and b0 = 6.28, we can get the minimum of MSE perfor-
mance index J = 6.2 × 10−4. Therefore, the fractional order model for the
PMSM velocity servo system is identified as

G(s) =
6.28

0.00078s1.74 + 0.097s0.87 + 1
. (36)

When q=1, from the equation (34), the parameters are calculated as a1 =
0.067, a2 = 0.00015, and b0 = 6.25 . the MSE performance index J = 0.15,
the integer model of the PMSM velocity servo system is

G(s) =
6.25

0.00015s2 + 0.067s+ 1
. (37)
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Figure 7: The relationship between q and J .

Figure 8 shows the Bode diagrams of the identified fractional order model
(36) and integer order model (37). Obviously, the fractional order model (36)
fits much better for the system identification frequency data marked as stars
over the integer order model (37).

The results show the error of loop gain and fractional order are small be-
tween this fractional order model and the one in [13], as the internal structure
of the machine is almost the same. Due to the nominal parameters of the
PMSM are different, the coefficients of the denominator are not the same.

5. Experimental Validation

5.1. Experimental Setup

In order to verify that the identified fractional order model (36) of the
PMSM velocity system is more precise than the traditional integer order
one (37), the experimental validation is implemented with the block diagram
as shown in Fig.9. Two H∞ stabilizing output feedback controllers are de-
signed for velocity servo system using the same simple scheme according to
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Figure 8: Bode diagrams of the identified models with the identification data in Table 2.

the identified fractional order model and the traditional integer order one,
respectively.

K(s) is the transfer matrix of a fractional order dynamic output feedback
controller with pseudo-state space representation,{

DvxK(t) = AKxK(t) +BKy(t)
u(t) = CKxK(t) +DKy(t)

(38)

The pseudo-state space representation of G(s) is{
Dvx(t) = Asx(t) + Bsu(t)
y(t) = Csx(t) +Dsu(t)

(39)

The general control configuration for this H∞ problem is derived by fol-
lowing theorem[26][27]: Fractional order system (39) of order v is BIBO
stabilizable by output feedback control law (38) and

∥∥T cl
zω

∥∥
∞ < 1 if there

exist Z = ZT ∈ Rn×n, Y = Y T ∈ Rn×n, Â ∈ Rn×n, B̂ ∈ Rn×ny , Ĉ ∈ Rnu×n,
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Figure 9: Block diagram of the experimental validation.

and D̂ ∈ Rnu×ny such that LMI is feasible with

DK := D̂

CK :=
(
Ĉ −DKCX

)
M−T

BK := N−1
(
B̂ − Y BDK

)
AK := N−1

(
Â−NBKCX − Y BCKM

T

−Y (A+BDKC)X

)
M−T

(40)

According to the fractional order model (36), with fractional order v =
0.87, we can get

As =

(
100 −3.07

7723.85 −224.36

)
, Bs =

(
1
−1

)
, Cs =

(
1 1

)
, Ds = 0 (41)

Constraints W1(s) and W2(s) have respectively been added on the closed
loop sensitivity function S(s) from w to ε , and on the complementary sensi-
tivity function T(s) from w to y as shown in Fig.9. The closed-loop system
sensitivity functions must verify

∥W1S∥∞ < 1, ∥W2T∥∞ < 1 (42)

This is equivalent to

∥S∥∞ <
∥∥W−1

1

∥∥∞, ∥T∥∞ <
∥∥W−1

2

∥∥∞ (43)

Constraint W−1
1 static gain has been chosen low enough to cancel the closed-

loop static error. Constraint W−1
2 has been chosen in order to attenuate
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T(s) resonance and thus overshoot and oscillations in time response. Their
transfer functions are

W−1
1 (s) = 3.15 · s

0.87 + 5.6× 10−4

s0.87 + 1
(44)

W−1
2 (s) = 1.98× 10−5 · s

0.87 + 1.8× 105

s0.87 + 1
(45)

The output feedback controller is simply designed according to the (40),
K such that

∥∥T cl
zω

∥∥
∞ < 1, i.e. ∥∥∥∥ W1S

W2T

∥∥∥∥
∞

< 1 (46)

Solver SDPT3 [28] is used to solve LMIs associated to theorem and thus
to obtain controller K1 given by relation (38) with

AK1 =


−1.3× 105 3.2× 104 623.7 −6.3× 106

1.3× 104 −3.2× 103 −62.3 6.3× 105

−287.2 367.3 −2.8 1.7× 104

0.82× 103 −127.5 5.8 −1.6× 105

 , DK1 = 1.8× 104

BK1 =


−7.3× 106

7.3× 105

1.7× 105

−1.8× 104

 , CK1 =
(
483.5 −217 −2.7 1.7× 105

)
.

(47)
Relation (43) on the sensitivity functions is respected as shown in fig.10.

According to the integer order model (37), with integer order v = 1, we can
get

As =

(
−262.6 1
41667 −184

)
, Bs =

(
1
0

)
, Cs =

(
0 1

)
, Ds = 0 (48)

Solver SDPT3 [28] is used to solve LMIs associated to theorem and thus to
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Figure 10: Constraints and sensitivity functions.

obtain controller K2 given by relation (38) with

AK2 =


−0.8× 105 2.1× 104 214.3 −1.3× 106

0.8× 104 −2.1× 103 −21.4 1.3× 105

−177.4 217.2 −0.7 0.9× 104

0.41× 103 −87.5 3.4 −0.8× 105

 , DK2 = 0.9× 104

BK2 =


−3.7× 106

3.7× 105

0.6× 105

−0.7× 104

 , CK2 =
(
213.7 −78 −0.8 0.6× 105

)
.

(49)
For the real-time experimental results, the speed responses with three

reference speed inputs ω∗
r= 400rpm, 800rpm and 1200rpm, using the designed

controllers K1 and K2 are presented in Fig.11, respectively. The red lines
are the responses using K1 controller based on the fractional order model,
the blue lines are that using K2 controller based on the integer order model.
The main performance indicators are listed and compared in Table 3, where
δ is the overshoot, and ts is the settling time with steady-state error within
5%.
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Figure 11: Speed responses comparison using K1 and K2 controllers.

Table 3: Tracking performance comparison

Velocity δ with K1 δ with K2 ts (s) with K1 ts (s) with K2

400rpm 0 0 0.03 0.06
800rpm 0 0 0.04 0.07
1200rpm 0 1% 0.06 0.09

From the experimental comparison in Fig.11, it can be concluded that
overall frequency range the real-time PMSM velocity servo system control
with the identified fractional order model outperforms that with the identified
traditional integer order model on velocity tracking performance.

6. Conclusion

In this paper, a fractional order model for a PMSM velocity servo system
is suggested together with a system identification method. The fractional or-
der model extends the traditional integer order model for the PMSM velocity
servo system. The Levy system identification scheme in frequency domain is
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applied with an improvement scheme using weighting factors. This system
identification scheme is applied for the system identification of the proposed
fractional order model. Experimental data is used for demonstration that the
fractional order model fits much better for the system identification frequen-
cy data over the integer order model. This may be explained by the nature
of the distributed parameter system of the electromagnetism coupling thus
may not be captured by integer finite order modeling while a fractional order
modeling can offer potential to perform a better fitting. After the model
parameters are estimated with real-time experimental results, two H∞ sta-
bilizing output feedback controllers are designed according to the identified
fractional order and integer order models. The advantage of the proposed
fractional order model over traditional integer order one is demonstrated by
the fair experimental performance comparison.
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