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ABSTRACT: Refrigeration systems occupy a large proportion of the home energy
consumption in the United States. Precise temperature management is a key point to
enhance the energy utilization efficiency. Since proportional-integral-derivative (PID)
controllers absolutely dominate control engineering, a large number of different control
structures and theories have been developed to enhance the efficiency of PID controllers.
A benchmark refrigeration system was proposed in PID2018 as a simulation platform for
researchers to implement different control strategies. In this paper, a novel control
strategy is designed for the benchmark refrigeration system, where the fractional-order
lead-lag compensator is in consort with the baseline controllers and contributes to
accelerate the system response by increasing the system bandwidth, and the feedforward
compensators are utilized to compensate the disturbances in the benchmark problem.
The simulation results given in the benchmark problem show the straightforward
effectiveness of the proposed control structure compared to the existing control
methods.

1. INTRODUCTION

It is reported that approximately 30% of total energy in the
world is used for heating, ventilating, and air-conditioning, as
well as by refrigerators and water heaters.1 In the United
States, refrigerators occupy approximately 28% of home energy
consumption.2 As a cutting-edge technology in the field of
cooling generation, refrigeration consumes significant amount
of energy during heating and cooling processes. The power
consumption of each vapor-compression-based refrigeration
system generally ranges from 1 kW to 1 MW. To enhance the
energy utilization efficiency, the key issue is how to realize
precise temperature management. The refrigeration system is a
common and classic industrial application whose components
are connected through various pipes and valves and the
resulting strong nonlinearities and high coupling. The series of
components in the refrigeration system work synergistically to
hold temperature at the set-point. The disturbances wherever
external or internal will deteriorate the control system, and it
will damage the whole system if a fatal flaw exists in the control
strategy.
Proportional-integral-derivative (PID) control has been

widely accepted and used in industry especially for accuracy
and optimized automatic control system, such as chemical
processes,3,4 refrigeration system,5 hydrothermal power sys-
tems,6 and autonomous vehicles.7 It can be designed and tuned
in a variety of operating conditions, unlike many other
controllers that are much more complex but with marginal
improvement. A number of PID tuning rules have been
developed with practicability, such as the Ziegler−Nichols

method,8 frequency domain specifications,9 SIMC tuning
rules,10 antiwindup adaptive PID control methods,11 fuzzy
control,12 etc. However, the default tunings sometimes
produce unsatisfactory performance under different conditions.
With the recent development of intelligent control technology,
PID controllers give new luster when combined with intelligent
optimization algorithm,13 PID neural network,14 reinforcement
learning technique,15 etc. As PID control technique has a
developing prospect in the future,16 the proposed PID
benchmark problem is essential and impendent to promote
its development.17 In this PID benchmark problem, initial PID
controllers are given as a competitive baseline, and the control
structure can be modified by researchers to improve the system
performance.
It is widely known that feedforward control plays a

significant role in disturbance rejection. There are a large
amount of applications in the practical industry, such as disk
drives,18 pharmaceutical coating process,19 and high-precision
motion control.20 The industry feedforward control technology
has been reviewed.21 In control systems, unknown disturban-
ces can be compensated effectively by active disturbance
rejection control method.22,23 Additionally, some disturbances
are measurable or preknown, which can be utilized to provide
the major portion of the controller output. The control signal
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of the feedforward control is not based on the tracking error,
but on the mathematical model of the process and the
measurement of the disturbance. In this case, oscillation can be
effectively avoided, which improves the system performance
without reducing stability. Although the plant model and the
disturbance model are assumed to be exactly accurate, it is not
always possible to remove the disturbance completely. It is
clear that a feedforward controller always presents the inverse
of the plant model. Conversing the control elements is not
acceptable and achievable, when the plant model has
nonminimum phase zeros or its delay is longer than that of
the disturbance path model. As a result, it will lead to the
instability or noncausality of the PID controller. To improve
disturbance rejection, one alternative method is that the proper
feedforward controller can be designed using optimal control
strategy.24 While the plant model cannot be conversed ideally,
the disturbance will not be completely eliminated and the
feedback may have a negative influence on the disturbance
rejection. To remove the feedback influence from the
feedforward design, the authors proposed a new feedforward
control scheme that the disturbance has no effect on the
feedback controller; thus, the feedforward controller and
feedback controller can be designed separately.25 Under this
scheme, tuning rules for feedforward controller have been
generalized under the case where the delay inversion is not
realizable. The authors presented a performance index to
evaluate the advantage of the feedforward controller compared
to the structure in which PID controller is only implemented.26

A good disturbance rejection by the feedforward controller
relies on the accuracy of the process model and signal
measurement. For the system with parameter uncertainties, a
robust feedforward controller for a single-input-single-output
(SISO) system is designed under the robust stability
criterion.27 The authors proposed a self-tuning feedforward
controller for a multiple-input-multiple-output (MIMO)
system to minimize loss of performance due to model
uncertainties.28 A robust feedforward controller originating
from the internal model control idea for uncertain system is
proposed by Vilanova et al., which generate a residual signal
that determines the goodness of the models used for design.29

A feedforward controller is adapted on-line using the filtered-x
LMS (least mean squares) algorithm for disk drive systems,
where the variations of system parameters between units are
very common.30 When the disturbance signal has measurement
uncertainties due to the sensor calibration, sensor bandwidth
limitation, noise, etc., a two-degree-of-freedom (DOF)
controller is optimized under both model uncertainty and
disturbance signal measurement uncertainty, and H∞ tools are
utilized to balance trade-off between performance and
sensitivity to uncertainty.31

In classical control theory, the output feedback cannot assign
the poles arbitrarily for which the dynamic specifications and
static indicators cannot be achieved. A lead-lag compensator
has the ability to avoid undesirable responses in a control
system. As an important building block in the classical control
theory, it is often utilized by engineers to achieve desired
system zeros and poles or to reshape the open-loop system
frequency response curve.32 A phase-lead compensator
increases the system stability and speed of the system response
by increasing the system phase margin and bandwidth. In
addition, a phase-lag compensator reduces the response steady-
state error. The combination of the lead compensator and the
lag compensator produces the synergistic effects which can

improve the system performance in terms of stability, transient
process, and steady-state error. As a generalization of the
traditional compensator, the fractional-order lead-lag compen-
sator contributes to a more flexible tuning ability with an
additional parameter. One form of the fractional-order
compensator is made up of the classical lead-lag compensator
to the power of α.33 In this paper, it is indicated that the this
kind of fractional-order lead-lag compensator has larger lead
region (the specified design point with respect to gain
crossover frequency and phase margin in complex plane)
than the traditional one. Khiabani and Babazadeh proposed an
easier form which contains the fractional-order sα, and this kind
of fractional-order compensator can be easily implemented by
the existing approximation techniques.34 Yu and Wang
proposed a performance assessment of the static lead-lag
compensators for disturbance rejection in PID controlled
systems.35

Herein, a developed control strategy is proposed to optimize
temperature management for the benchmark refrigeration
system. Based on the number of simulations, it is found that
the fractional-order lead-lag compensator can significantly
improve the system bandwidth, and subsequently accelerates
the response speed. Meanwhile, the feedforward control we
employed shows its strong function to compensate dis-
turbances caused by external or internal variables.
Early partial results of this work have been reported where

the employed control strategy has exhibited the ability to
precisely control the system temperature.36 This newly
developed work obtains the enhanced performance with
minimal modeling efforts. The main contributions of this
paper are: (1) implementing all control strategies on a public
benchmark refrigeration system that all results can be repeated
and verified; (2) providing a logical and methodical procedure
to analyze the fundamental characteristics of an MIMO system,
such as nonlinearity and coupling degree; and (3) applying the
fractional-order lead-lag compensator to improve the control
performance, which has one more design freedom and
outperforms the integer-order lead-lag compensator.
The remainder of this paper is organized as follows: Section

2 describes the controlled plant in the view of the control
aspect. In Section 3, the refrigeration system is first analyzed in
aspects of coupling and nonlinearity, and nominal models are
also identified. The fractional-order lead-lag compensator is
introduced in Section 4. The detailed design procedures of the
feedforward controller are presented in Section 5. The
simulation results shown in Section 6 demonstrate the
effectiveness of the proposed structure. Finally, the paper is
concluded in Section 7.

2. REFRIGERATION SYSTEM DESCRIPTION
The canonical one-compression-stage, one-load-demand re-
frigeration cycle is shown in Figure 1. The major objective of
this cycle is to remove heat at the evaporator from its
secondary flux and release heat at the condenser by exchanging
it to the condenser secondary flux. Detailed operating principle
of the refrigeration system can be found in ref 17, and the
benchmark simulink files can be downloaded at http://
servidor.dia.uned.es/~fmorilla/benchmarkPID2018/. The sys-
tem variables are given in Table 1.
The output variable Te,sec,out is the outlet temperature of the

evaporator secondary flux. In principle, the highest evaporator
efficiency will be achieved when the refrigerant at the
evaporator outlet is saturated vapor. However, this behavior
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is not acceptable in practice since the temperature of the
evaporator outlet is very high in transient. The risk of liquid
droplets formed when the evaporator outlet matches the
compressor intake should be preferentially avoided. Thus, the
degree of superheating, TSH, serves as the second controlled
signal. There are two manipulated variables in the benchmark
problem such that Av is the expansion valve opening position
and N is the compressor speed, as shown in Figure 1. Seven
variables stated in the PID2018 Benchmark documentation
can be treated as disturbances.17 The expansion valve, the
compressor, and the thermal behavior of secondary fluxes are
statically modeled since their dynamics are usually much faster
than those of the evaporator and condenser. The major
disturbances are the inlet temperature of the evaporator
secondary flux Te,sec,in and the inlet temperature of the
condenser secondary flux Tc,sec,in. Both of them should be
compensated to achieve the better control in the benchmark
problem. The initial operating point of the manipulated
variables, output variables, and these two major disturbances
are indicated in Table 2. Detailed information of the
refrigeration system can be reviewed in ref 17.

3. PROBLEM FORMULATION
3.1. Coupling. In a controlled system, the coupling is the

interaction between the controlled variables and manipulated
variables. Depending on the coupling degree, the decoupling
technology is then considered to be nor not to be applied to

eliminate the interaction. It is thus crucial to first determine
whether the coupling relationship exists in this two-inputs-two-
outputs (TITO) refrigeration system. With this goal, we define
the first input in the middle of the working range, as Av = 55%,
and the second one at initial value, N = 36.45 Hz. The system
outputs are shown in Figure 2. Similarly, with N = 40 Hz and
Av = 48.79%, the corresponding outputs are shown in Figure 3.
It is obvious that both two outputs have dependence on inputs,
confirming that the refrigeration system is a coupled TITO
system.
Subsequently, a nominal model should be built to analyze

the coupling degree and to determine whether the decoupling
strategy should be implemented. Although several modeling
works for the similar system have already been done in
published reports,37−40 these proposed models seem to be
complicated technically. Since the system is a black box in
SIMULINK form, there exists an increased difficulty in
establishing an accurate model for who has little knowledge
about the TITO system. To simplify the modeling work, we
employ the step change of input variables to identify the
system in form of transfer functions. The calculation is carried
out in SIMULINK environment. The nominal system is
defined as the case where the manipulated variables are
working at the middle point of their working range.
The detailed modeling procedures for the refrigeration

system are given as follows:

1. Remove all of the control elements, such as the
controllers and feedbacks.

2. Keep N = 36.45 Hz, working at initial value.
3. Set 48.79 as the initial value of the manipulated variable

Av and add a step change to 55 at 200 (s). One can get
the system response, as shown in Figure 2.

4. Identify the transfer functions from Av to Te,sec,out and
from Av to TSH.

5. Keep Av = 48.79%.
6. Set 36.45 as the initial value of the manipulated variable

N and add a step change to 40 at 200 (s). One can get
the system response, as shown in Figure 3.

7. Identify the transfer functions of the step transient from
N to Te,sec,out and TSH.

The nominal model of the TITO system is identified as

= = − −
+ +

G s
T s

A s
s

s s
( )

( )

( )
0.6016 0.01141

15.97 0.595411
e,sec,out

v
2

(1)

= = − −
+ +

G s
T s
A s

s
s s

( )
( )
( )

4.616 0.1283
11.37 0.42721

SH

v
2

(2)

= = − −
+ +

G s
T s

N s
s

s s
( )

( )

( )
0.002224 0.0002071

3.27 0.106212
e,sec,out

2 (3)

= = +
+ +

G s
T s
N s

s
s s

( )
( )

( )
3.126 0.06653

16.3 0.376422
SH

2 (4)

Once these four transfer functions are obtained, the square
complex matrix G is represented according to

=G s
G s G s

G s G s
( )

( ) ( )

( ) ( )
11 12

21 22

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑ (5)

and the relative gain array (RGA) of matrix 5 is given as41

Figure 1. Schematic picture of one-compression-stage, one-load-
demand vapor-compression refrigeration cycle (adapted from Figure 1
in ref 17).

Table 1. Refrigeration System Variables

variables range

manipulated variables Av 10−100%
N 30−50 Hz

output variables Tsec,evap,out

TSH

Table 2. Initial Operating Point

variables range

manipulated variables Av ≅48.79%
N ≅36.45 Hz (2187 rpm)

output variables Te,sec,out ≅−22.15 °C
TSH ≅14.65 °C

disturbances Tc,sec,in 30 °C
Te,sec,in −20 °C
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= Λ ≜ × =−G G G GRGA( ) ( ) (0) ( (0))
0.8525 0.1475
0.1475 0.8525

1 T
Ä

Ç
ÅÅÅÅÅÅÅÅÅ

É

Ö
ÑÑÑÑÑÑÑÑÑ
(6)

The value in the leading diagonal, 0.8525, is close to unity,
which means the coupling inside the system is not very serious
and can be ignored. In this situation, our discussion can be
simplified greatly. The control pairing can be chosen such that
Av controls Te,sec,out and N controls TSH. Therefore, the TITO
refrigeration system is considered approximately as two SISO
systems.
3.2. Nonlinearity. In the refrigeration control system,

components are connected through various pipes and valves in
a closed cycle, which may form strong nonlinearities. To
provide good control performance, the nominal model needs
to be supplemented to compensate the nonlinear behaviors. A
simple procedure is therefore designed to have a intuitive

observation of the nonlinearity in these two SISO systems. We
keep one input at its initial value and scan other input with a
constant sample interval (11 points per input range). The
system responses with various step inputs are shown in Figure
4.
The two channels show nonlinearity not only in transient

processes but also in steady-state gain under different
manipulated input values. To analyze the nonlinearity degree
of the refrigeration system, the gap metric is applied to this
TITO system. The gap metric provides a measurement of the
distance between two linear time invariant systems (LTIs).42,43

It is widely used in nonlinear chemical control systems.44−46

The gap between two linear systems is defined as

δ δ δ= { ⃗ ⃗ }G G G G G G( , ) max ( , ), ( , )1 2 1 2 2 1 (7)

Figure 2. System outputs under single input Av = 55%.

Figure 3. System outputs under single input N = 40 Hz.

Figure 4. System responses under different step inputs.
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where G1 and G2 are the system transfer functions which are
linearized around the nominal and an arbitrary operating
points, respectively, and δ⃗(G1,G2) is the directed gap, which is
defined as

δ ⃗ = −
∈

∞
∞

G G
M

N

M

N
Q( , ) inf

Q H
1 2

1

1

2

2

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑ

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑ (8)

where G1 = N1M1
−1 and G2 = N2M2

−1 are normalized co-prime
factorizations of two linear systems, and Q is a matrix

parameter which has finite H∞ norm. For any two linear
systems, the gap is restricted with

δ≤ ⃗ ≤G G0 ( , ) 11 2 (9)

Let G1 represents the nominal operating point of the
refrigeration system, Av = 55% and N = 40 Hz. By testing
the above 11 operating points, the gap between these two
SISO systems is plotted in Figure 5. The gap distance between
non-nominal operating points and nominal operating point in
the first control loop is small, thus the nonlinearity is small.

Figure 5. Gap measurement of different operating points within SISO systems.

Figure 6. System steady-state gain under different step inputs.

Figure 7. Refrigeration control system.
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The second control loop shows greater nonlinearity under
different operating points.
For the minimal modeling efforts and nonlinearity

compensation efforts, only the steady-state gains for two
SISO systems are compensated. The calculated steady-state
gain are shown in Figure 6. Two lookup tables are generated
based on the steady-state gains to minimize the nonlinear
effect. These two lookup tables are injected after the control
signals in the feedforward loops to mitigate the effects of
nonlinearities.
3.3. Control Structure. Referring to the Benchmark

PID2018 instructive document,17 the closed-loop refrigeration
system and the default multivariable controller structure are
shown in Figures 7 and 8, respectively. The transfer functions
of discrete decentralized controllers, with sampling period 1
(s), are given as

=

= − − +
− +

−
−

−

− −

− −

C z C z

z z
z z

( ) ( )

1.0136 0.0626 0.9988
1 1.9853 0.9853

T A1
1 1

1 2

1 2

e,sec,out v

(10)

= = −
−

−
−

−
−

−C z C z
z

z
( ) ( )

0.42 0.02
1T N2

1 1
1

1SH (11)

The controllers in continuous time domain are

= = − − −
+ − ×− −C s C s

s s
s s

( ) ( )
1.014 2.066 0.07797

0.01481 4.505 10T A1

2

2 16e,sec,out v

(12)

= = +−C s C s
s

( ) ( ) 0.22
0.4

T N2 SH (13)

Based on the aforementioned system analysis, the loop transfer
functions of the controlled refrigeration system can be
obtained

=

= + + +
+ + + − × −

L s C s G s

s s s
s s s s

( ) ( ) ( )

0.6098 1.255 0.07049 0.000889
15.98 0.8319 0.008817 2.682 10

1 1 11
3 2

4 3 2 16

(14)

= = + +
+ +

L s C s G s
s s

s s s
( ) ( ) ( )

1.313 1.278 0.02661
16.3 0.37642 2 22

2

3 2

(15)

The closed-loop system responses under the default controller
are shown in Figure 9.

4. FREQUENCY DOMAIN SYNTHESIS OF THE
FRACTIONAL-ORDER LEAD-LAG COMPENSATOR

It can be obviously seen in Figure 9 that the default controller
generates stable but slow responses. It is known that a system
with a higher gain crossover frequency has faster responses.
Generally, a higher gain crossover frequency can be achieved
by cascading a compensation element to the original open-loop
system. The lead-lag compensator plays an important role in
the control theory since it can improve the undesirable
performance of the controlled system in the frequency domain.
The fractional-order lead-lag compensator is a generalization of
traditional one, which can obtain more satisfactory results
using an additional tunable parameter.
A fractional-order lead-lag compensator is in the form

τ
τ

τ
τ

= +
+

= +
+

α
α

α

H s k
s

s x
k x

s
x s

( )
1/

1/( )
1
1c c

i
k
jjjj

y
{
zzzz

i
k
jjj

y
{
zzz

(16)

where x > 0 and 0 < α < 2. The asymptotic approximation
example of the Bode plot of fractional-order phase-lead
compensator is shown in Figure 10. After simple deduction,
the following frequency domain characteristics can be
established

Figure 8. Discrete decentralized controller included by default in the refrigeration control system.

Figure 9. System responses under the default controller.
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=w
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Phase-lead compensators and phase-lag compensators are two
general types of compensators. Either one with magnitude over
0 dB can devote to increasing system gain crossover frequency
wc and accordingly, increasing the system bandwidth. It should
be noted that the increasing wc will decrease the phase margin
of the original system. Nevertheless, the phase-lead compensa-
tor raises the phase bode plot up, which leads to a higher phase
margin. Given these facts, the phase-lead compensator
increases the gain crossover frequency wc of the open-loop
system, but cannot guarantee a higher phase margin. Thus,
when designing and implementing the phase-lead compensa-
tor, the desired specification wc* should be greater than the
original value. The desired phase margin φm* can be designed
through trial and error. The parameters of the compensator
can be determined according to the following equations

τ
= = *w

x
w

1
m c (20)

α π φ−
+

= − + * + | = *
x
x

Larcsin
1
1

arg( ) w wm c

i
k
jjj

y
{
zzz

(21)

| | =
| * |

αk x
L w

( )
1

(j )c
c (22)

where L is the loop transfer function of the controlled system.
By scanning the different values of α, for each fixed α, three
other parameters can be uniquely obtained.

5. DISTURBANCE FEEDFORWARD COMPENSATOR
DESIGN

In the SIMULINK operation of the refrigerator system, main
disturbances are the inlet temperature of the evaporator

secondary flux Te,sec,in and the condenser secondary flux Tc,sec,in.
These two parameters have step changes as shown in Figure
11.

Feedforward compensation technique has been widely used
in disturbance rejection. The disturbance feedforward control
diagram for an SISO system is shown in Figure 12, where C(s),

G(s), d(t), D(s), F(s), r(t), and y(t) represent the controller,
plant, disturbance signal, disturbance path model, feedforward
compensator, the system reference and output, respectively.
The feedforward controller is designed to eliminate the

effect of the disturbance signal before they affect the system.
On this basis, the following equation is obtained as

+ =D s F s G s D s D s( ) ( ) ( ) ( ) ( ) 0t t (23)

where Dt(s) is the Laplace transform of the disturbance signal
d(t). Thus, the feedforward compensator is derived as

= −F s
D s
G s

( )
( )
( ) (24)

Although feedforward control is a very mature technique in
control theory, there are few references or tutorials that show
the detailed procedures of designing a feedforward controller.
In the following, the feedforward controller design procedures
will be introduced in detail. The critical first step is to model
the disturbance path D(s). There are two disturbances in this
Benchmark problem. As shown in Figure 11, Te,sec,in has a step
decrease at 9 (min) and a step increase at 16 (min), while
Tc,sec,in has a step decrease at 16 (min). When modeling the
disturbance path, only one disturbance should be implemented
to the system, thus another disturbance should be
compensated as a constant value at first. In addition, the
disturbance path modeling should be done in the open-loop
situation, which means that the controller cannot be served as
a modeling element. Taking the disturbance rejection Te,sec,in as

Figure 10. Asymptotic Bode plot of H(s).

Figure 11. Standard simulation for PID2018 Benchmark generating
changes in two disturbances: Te,sec,in and Tc,sec,in.

Figure 12. Feedforward control structure of disturbance rejection for
an SISO system.
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an example, the feedforward compensator design procedures
are as follows

1. Cut off the two feedbacks in the closed-loop system and
set the reference signals of Te,sec,out and TSH as zero to
make sure the controllers do not work.

2. Compensate the disturbance Tc,sec,in as a constant value,
which equals 30.

3. Implement the disturbance Te,sec,in into the system and
get the responses shown in Figure 13.

4. Capture the transient processes of the output Te,sec,out
and TSH and identify the disturbance path models D11(s)
and D21(s).

5. Generate two feedforward compensators according to eq
24.

6. Add the compensation signals to their corresponding
controller signals.

The calculated procedure regarding disturbance rejection of
Tc,sec,out is repeated so that four disturbance path models are
given as

= =
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T s s
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T
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As a discrete-time control component, the feedforward
controllers are implemented in discrete time. Hence, the
compensators are regenerated as digital filters with sampling
period 1 (s)

= − −
− −

F z
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z z
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2
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2 (31)

= − + +
− +

F z
z z

z z
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1.939 0.939622

2

2 (32)

Then, F11 and F12 can be added after the first controller to
compensate the manipulated signal Av. F21 and F22 can be
added after the second controller to compensate the
manipulated signal N. The total controller structure is
illustrated in Figure 14.

Remark 1. This paper is written for the benchmark
refrigeration system which is proposed in the 2018 IFAC
Conference on Advances in proportional-integral-derivative
control. The results obtained in this paper can be easily and
fairly compared to other papers published in this conference.
Remark 2. This paper proposed a practical design method to

improve the system performance significantly while keeping
the original controller type and parameters. Minimal modeling
efforts are made to mitigate the nonlinearity of the Benchmark
system. The disturbance feedforward compensation proce-
dures are given in detail and can be easily followed and
operated by someone who has the control background. The
order α in the fractional-order lead-lag compensator is an
additional parameter that provides higher potential to enhance
the system performance.

6. SIMULATION RESULTS
Depending on the phase-lead-lag technique and the feedfor-
ward control strategy introduced previously, five controllers are
defined for simplicity. Controller 1 (C1) is the default
controller (eqs 12 and 13),17 and controller 2 (C2) is the
second competitive baseline provided in the Benchmark
PID2018 documentation, which are not visible to readers.

Figure 13. System responses under the disturbance Te,sec,in.

Figure 14. Overall control structure including the disturbance
feedforward controllers and lead-lag compensators.

Industrial & Engineering Chemistry Research Article

DOI: 10.1021/acs.iecr.9b01854
Ind. Eng. Chem. Res. 2019, 58, 17885−17897

17892

http://dx.doi.org/10.1021/acs.iecr.9b01854


Controller 3 (C3) is made up of the default controller and the
feedforward compensator. Controller 4 (C4) is the combina-
tion of the default controller, the feedforward compensator,
and the lead-lag compensator. Before showing the simulation
results, the individual assessment indices and the combined
index provided in the instructive document are given as
follows17

∫= | |t tIAE e ( ) di i
0

time

(33)

∫= − | |
+

t t t tITAE ( ) e ( ) di

t t

i
0

c
c s
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(39)

where Cold represents the competitive baseline controller and
Cnew represents the revised controller. The index in [0, 1)
indicates that Cnew is better than Cold, and (1,∞) indicates that
Cnew is worse than Cold. The smaller the value is, the better
performance of the second controller has. It should be noted
that the realization of eqs 33−39 is written in “.p” files in
MATLAB, which are inaccessible to readers. The values of the
weight parameters wi are unknown and the dominant
performance index is inaccessible; thus, the readers cannot
emphasize on a specific control strategy to improve the
performance. Under these conditions, the competition of
control strategies on the benchmark problem is challenged,
fair, and impartial.
First, to assess the effectiveness of the disturbance

feedforward compensation, new compensators based on eqs
29−32 are applied without the lead-lag compensation. The
system time responses for C3 are shown in Figure 15. The
compensation signals generated by the feedforward controllers
are shown in Figure 16, and the manipulated signals are shown
in Figure 17. It is worth noting that the feedforward
compensation signal F22 with an amplitude higher than 20
(the working range of N) will make N get saturated
immediately and last until the end. To avoid this case, we
remove this signal from the control structure. From Figure 15,
when disturbances occur at 9 (min) and 16 (min), the
responses for feedforward compensated system departure the
reference signal and then quickly return back to the set-point.
This observation can be ascribed to the compensation signal
that accelerates the disturbance rejection. It can be found from
Figure 17 that the compensation signals greatly shorten the

saturated duration of Av and N compared to the default
controller.
Then, the fractional-order lead-lag compensators are

designed to accelerate the system responses by increasing the
system crossover frequency. The gain crossover frequency and
phase margin for loop 14 are wc1 = 0.0779 rad/s and φm1 =
88.4°, respectively. To achieve the relatively best results, by
cascading a lead-lag compensator, the desired gain crossover
frequency is selected with an equal interval 0.1 from the range
[0.1,0.5] rad/s. The original phase margin is large enough to
ensure the robustness of the closed-loop system. Considering
the system response will become slow under the large phase
margin condition, the desired phase margin is selected from
the range [58°, 110°] with an equal interval 4°. For the loop 15
where wc2 = 0.0766 rad/s and φm2 = 95.6°, the desired
crossover frequency range is the same with loop 14, and the
desired phase margin is selected from the range [41°, 105°]
with an equal interval 4°. While designing the lead-lag
compensators, the fractional-order α is chosen from [0.1,1.9]
with an equal interval 0.1 rad/s. With each fixed α and the
specifications, the compensators can be obtained by solving
eqs 20−22. It should be noted that some of the specification
combination will have no solution when solving these three
equations.
With the combination of feedforward controllers, the lead-

lag compensator for the loop 14 is first applied. The cost values
with respect to three variables are plotted in Figure 18. The
cost values are represented by the color, and the blank points
in the figure means that there is no solution under the
corresponding specifications. The optimal design specifications
and the least cost value are given in Table 3. The
corresponding lead-lag compensator is

= +
+

H s
s
s

( ) 6.8406
2.3303 1
1.7165 11

0.5i
k
jjj

y
{
zzz

(40)

With the implementation of H1(s), the lead-lag compensator
for loop 15 is cascaded and the cost values under different
design specifications are plotted in Figure 19. Optimal design
specifications are given in Table 3, and the corresponding
compensator is

= +
+

H s
s
s

( ) 1.5456
1.4975 1
7.4199 12

1.1i
k
jjj

y
{
zzz

(41)

The implementation of eqs 40 and 41 is realized with integer
fifth-order transfer functions

̂ = + + + + +
+ + + + +

H s s s s s s
s s s s s

( )
6.851 35.6 71.59 72.7 40.42 8.359

5.271 10.83 11.25 6.431 1.4231

5 4 3 2

5 4 3 2

(42)

Figure 15. Qualitative comparison between C3 and C1 with the
MIMO refrigeration control system; controlled variables.
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̂ = + + + + +
+ + + + +

H s s s s s s
s s s s s

( )
1.544 5.94 14.21 15.19 9.512 3.105

3.254 7.379 5.669 3.337 0.34442

5 4 3 2

5 4 3 2

(43)

The approximations of the fractional-order compensators can
be implemented via the MATLAB command fitmagfrd(.)

in “Robust Control Toolbox”. Bode plots of these two
compensators and corresponding implementations are given
in Figures 20a and 21a. Bode plots of the original loop transfer
function and the compensated open-loop transfer function are
shown in Figures 20b and 21b. It is seen that H1(s) is a
fractional-order phase-lead compensator and H2(s) is a
fractional-order phase-lag compensator. Both of the compen-
sators form positive magnitude, demonstrating the increase of
the gain crossover frequency, which results in faster system
responses. Comparisons of simulated system responses and
control signals between C1 and C4 are shown in Figures 22
and 23, respectively. In the time interval 2−9 min, no

Figure 16. Feedforward compensation signals.

Figure 17. Qualitative comparison between C3 and C1 with the
MIMO refrigeration control system; manipulated variables.

Figure 18. Cost value J when the system is equipped with the
disturbance feedforward compensators and the fractional-order lead-
lag compensator in loop 14.

Table 3. Optimal Design Specifications of the Loops
Compensated by Fractional-Order Lead-Lag Controllers

loop ωc1,2* φm1,2* α1,2 J

Te,sec,out −Av 0.5 106 0.5 0.4299
TSH − N 0.3 61 1.1 0.2838

Figure 19. Cost value J when the system is equipped with the
disturbance feedforward compensators and the fractional-order lead-
lag compensator in loops 14 and 15.
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disturbance occurred in the system. From Figure 22, system
response of C4 is much faster than the first default controller
C1, which benefits from the higher system bandwidth achieved
by the lead-lag compensators. Furthermore, the converging

speed of manipulated signals convergence is faster than the
default controller C1. The quantitative indices are shown in
Table 4.

Figure 20. Bode plots of H1(s) and implementation of Ĥ1(s) (a). Bode plots of uncompensated and compensated open-loop system for the loop Av
− Te,sec,out (b).

Figure 21. Bode plots of H2(s) and implementation of Ĥ2(s) (a). Bode plots of uncompensated and compensated open-loop system for the loop N
− TSH (b).

Figure 22. Qualitative comparison between C4 and C1 with the
MIMO refrigeration control system; controlled variables.

Figure 23. Qualitative comparison between C4 and C1 with the
MIMO refrigeration control system; manipulated variables.
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Controller 2 is the second competitive baseline, whose
simulated results are only found in the instructive document.
To exhibit the enhanced performance of our developed control
strategies, the qualitative comparison results are given in
Figures 24 and 25 and Table 4. Although the structure of C2 is

unknown, the proposed control structure still has a faster
response, shorter controller saturated duration, and better
index compared to C2.

7. CONCLUSIONS
Addressing the PID2018 Benchmark challenge, this paper
focuses on the practical control design with minimal modeling
efforts but enhanced system performance. The canonical one-
compression-stage, one-load-demand refrigeration cycle system
is first analyzed and found with low coupling degree and strong
nonlinearity. To minimize the nonlinear effect with minimal
modeling efforts, only nominal model is identified and two
lookup tables are established to compensate the nonlinearity in
terms of the steady-state gain. Based on the original control
structures and parameters, the feedforward controllers are

employed to compensate major disturbances Te,sec,in and
Tc,sec,in. The detailed design procedures of the feedforward
controller are also presented. Moreover, two fractional-order
lead-lag compensators are then designed to increase the system
bandwidth, which leads to a more aggressive system response.
The parameters of the lead-lag compensators are determined
by scanning the desired gain crossover frequency, phase margin
of the open-loop system in a certain range. Ultimately, the
simulation results and qualitative indices finally confirm the
effectiveness of the fractional-order lead-lag compensators in
terms of the response speed and the benefits of feedforward
compensators in terms of the disturbance rejection.
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