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The Multi-scale Method for Solving Nonlinear
Time Space Fractional Partial Differential Equations

Hossein Aminikhah, Mahdieh Tahmasebi, and Mahmoud Mohammadi Roozbahani

Abstract—In this paper, we present a new algorithm to solve a
kind of nonlinear time space-fractional partial differential equa-
tions on a finite domain. The method is based on B-spline wavelets
approximations, some of these functions are reshaped to satisfy
on boundary conditions exactly. The Adams fractional method is
used to reduce the problem to a system of equations. By multi-
scale method this system is divided into some smaller systems
which have less computations. We get an approximated solution
which is more accurate on some subdomains by combining the
solutions of these systems. Illustrative examples are included
to demonstrate the validity and applicability of our proposed
technique, also the stability of the method is discussed.

Index Terms—Adams fractional method, B-spline wavelets,
multi-scale method, nonlinear fractional partial differential equa-
tions.

I. INTRODUCTION

IN the last few decades fractional differential equations
have found applications in several different disciplines

of science and technology including physics, biology, engi-
neering [1]−[3], viscoelasticity [4], finance [5]−[7], hydrol-
ogy [8]−[13], and control systems [14]. Several numerical
methods are proposed to solve these equations such as the
finite difference methods [15]−[20], Laplace transformation
method [21], [22], Fourier transformation method [23], [24],
the Adomian decomposition method [25], variational itera-
tion method [26] and multi-scale methods [27]−[32]. Also
Aminikhah et al. handled multiscaling collocation method to
solve linear Fractional Partial Differential Equations (FPDE)
[33]. They combined Adams fractional method and the multi-
scale techniques to solve the linear fractional partial differ-
ential equations. This paper continues this line of approach.
We intend to consider a kind of the nonlinear time-space FDE
with Robin condition boundary,

Dβ
t u (x, t) =

S∑
k=1

fk (x) Dαk
x u (x, t)Dβk

x u (x, t)




u (x, 0) = g (x)
c1u (0, t) + c2ux (0, t) = c3

c4u (n, t) + c5ux (n, t) = c6 (1)
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where x ∈ Ω = [0,m] , 0 ≤ t ≤ T, and fk (x) are bounded
functions on Ω and the operator Dα

x , (Dβ
t ) is caputo space

time fractional derivative of order αk(β) defined by [2]

Dα
x u (x, t) =





∂α

∂τα u (x, t) , α = m ∈ N ∪ {0}
1

Γ(m−α)

x∫
0

(x− τ)m−α ∂m

∂τm u (τ, t) dτ

m− 1 < α < m (2)

Dβ
t u (x, t) =





∂β

∂τβ u (x, t) , β = p ∈ N ∪ {0}
1

Γ(p−β)

t∫
0

(t− τ)p−β ∂p

∂τp u (x, τ) dτ

p− 1 < β < p. (3)

First, we present the differential operator in matrix form by
using collocation method. Second, we need a time stepping
scheme to convert FPDE to an implicit linear system. Finally,
by dividing the domain Ω into several smaller subdomains,
the system can be divided into smaller systems, then each of
them will have different resolution and less computation than
the primary system. Then by combining the solutions of these
systems, we derive an approximation of the true solution with
less computation.

The paper is organized as follows: In section II the basic
definitions and required properties of the wavelet are briefly
mentioned. In the next two sections we provided essential
tools for constructing our method. In section III the fractional
derivative matrix was approximated by collocation method. In
section IV the wavelets and scaling functions were reshaped to
satisfy the boundary conditions, so the approximated solution
will be exact in the boundary points. In section V we employ
the fractional Adams method for time discretization FPDE
then describe how to construct a system by operational ma-
trices where introduced in previous sections, finally by multi-
resolution method in some subdomains this system divides
to some smaller systems which involve less computation. In
section VI, the stability of the method is investigated. In
section VII numerical examples are given to demonstrate the
validity of the proposed method.

II. PRELIMINARIES AND NOTATIONS

In this work we will use the wavelets whose scaling
functions are cubic B-splines

φ (x) = B3 (x) =
1
6

4∑

k=0

(
4
k

)
(−1)k (x− k)3+ (4)

where
xn

+ =
{

xn x > 0
0 x ≤ 0.
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The best way to understand wavelets is through a multi-
resolution analysis.

Definition 1: (Multi-resolution Analysis) A multi-resolution
analysis of L2(R) with inner product 〈., .〉, is defined as a
sequence of closed subspaces Vj ⊂ L2 (R), j ∈ Z with the
following properties

1) · · · ⊂ V1 ⊂ V0 ⊂ V−1 ⊂ · · · .

2) ∪
j∈Z

Vj is dense in L2 (R) and ∩
j∈Z

Vj = ∅.

3) If f (x) ∈ V0 then f
(
2−jx

) ∈ Vj .

4) If f (x) ∈ V0 then f
(
2−jx− k

) ∈ Vj .

5) φ (x− k), k ∈ Z is a Riesz basis in V0. As a consequence of

Definition 1, Vj is spanned by φj,k(x) = 2
−j/2φ

(
2−jx− k

)
.

One may construct wavelets by first completing the spaces
Vj to the space Vj−1 by means of a space Wj , i.e.,
Vj−1 = Vj ⊕ Wj . From the inclusion V0 ⊂ V−1 we have
the important identity, called scaling equation of the form

φ (t) =
√

2
∑

k

hkφ (2x− k) (5)

where hk =
√

2
24

(
4
k

)
, 0 ≤ k ≤ 4.

Also from W0 ⊂ V−1 we have

ψ (t) =
√

2
∑

k

gkφ (2x− k). (6)

For more details refer to [34]−[37].
The dual cubic B-spline bases involve another multi-

resolution analysis of L2 (R), it is usually denoted by
{

Ṽj

}
.

The dual scaling function φ̃ is biorthogonal to φ in the
following sense

〈
φj,k, φ̃l,m

〉
= δj,lδk,m, for all j, k, l, m ∈ Z.

φ̃ (x− k) , k ∈ Z produces a Riesz basis for the space Ṽ0 . The
dual wavelet ψ̃ is constructed by taking linear combinations
of the dual scaling functions

ψ̃ (x) =
√

2
∑

k

g̃kφ̃ (2x− k). (7)

Also from Ṽ0 ⊂ Ṽ−1 we have

φ̃ (x) =
√

2
∑

k

h̃kφ̃ (2x− k) (8)

where g̃k = (−1)k
h1−k and h̃k = (−1)k

g1−k. The function
ψ̃ ∈ L2 (R) is biorthogonal to ψ.

〈
ψj,k, ψ̃l,m

〉
= δj,lδk,m, for all j, k, l,m ∈ Z.

Designing biorthogonal wavelets allows more freedom than
orthogonal wavelets. One of them is the possibility of con-
structing symmetric wavelet functions.

Any function of Vj can be represented by finite series of
cubic B-splines. Let f |Vj

denote the projection f ∈ L2 (R)

onto Vj . We can obtain the cubic B-spline expansion of f |Vj

as

f | Vj−1 (x) =
2N∑

i=0

aj−1, iφj−1, i (x) (9)

where aj−1, i =
〈
f, φ̃j−1, i

〉
N = m2−j . Note that the cubic

B-splines have compact support, so this property guarantees
that in the bounded domain Ω = [0,m] the sum only contains
finite nonzero terms. We have Vj−1 = Vj ⊕ Wj , this means
that f | Vj−1 can also be represented by the expansion

f | Vj⊕Wj
(x) =

N∑
i=0

aj iφj i (x) +
N−1∑
i=0

bj iψj i (x)

=
[

a
b

]
[Φ Ψ]

(10)

where aT = [aj0, aj1, . . . , aj N ], bT = [bj0, bj1, . . . , bj N−1],
bj i = 〈f, ψ̃j i〉, aji = 〈f, φ̃j i〉 , Φ = [φj0, φj1, . . . , φj N ] and
Ψ = [ψj0, ψj1, . . . , ψj N−1].

The vector F =
[

a
b

]
is called “the vector form of f in

Vj ⊕Wj”. Let, Λ be the subdomainn of Ω then some member
of the vector F is assigned to Λ. We represent restricted F to

subdomain Λ by FΛ =
[

aΛ

bΛ

]
.

Definition 2: (the Fast Wavelet Transform) FWT converts
the scaling function coefficients in space Vj to scaling function
and wavelet function coefficients in space Vj ⊕Wj . From (7)
and (8) and biorthogonal property of wavelets we have:

aj,k =
∑

i

h̃iaj−1,2k+iandbj,k =
∑

i

g̃iaj−1,2k+i. (11)

The fast wavelet transform embodied by these two equa-
tions, and indeed FWT maps −−→aj−1 onto −→aj and

−→
bj ,

FWT [−−→aj−1] =
[ −→aj−→

bj

]
.

The inverse fast wavelet transform recursively uses the
formula

aj−1,k =
∑

n

hk−2n aj,n +
∑

l

gk−2l bj,l . (12)

Equation (12) is constructed from (9) and (10) biorthogonal
property of wavelets. We obtain IFWT by using (12) as

IFWT

[ −→aj−→
bj

]
= [−−→aj−1] .

III. MATRIX APPROXIMATIONS

In the following we need operational matrix Mα to
approximate Dα

x on Vj where 0 ≤ α ≤ 2. Producing Mα

takes a number of steps, starting with the construction of the
matrix Pj which is a square matrix that converts the vector
form of f in Vj into the actual values of f at some points:

PjF = F (13)

where Pj = [φj k (xi)] k, i, F = [aj 0, aj 1, . . . , aj N ]T , F =

[φj 0 (x0) , φj 1 (x1) , . . . , φj N (xN )], f(x)=
N∑

k=0

ajkφjk (x) ,

xi = i 2j , for 0 ≤ i ≤ N = m2−j .
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Next, we construct the matrix Pα
j which converts the vector

form of Dα
x f in Vj into the actual values of Dα

x f at some
points:

Pα
j F = F

α
(14)

where P α
j

= [D α
x φj k(xi)] k, i, F

α
= [D α

x φj 0(x0), D α
x φj 1

(x1), . . . , D α
x φj N (xN )], xi = i 2j , for 0 ≤ i ≤ N = m2−j .

Mα = FWT × (Pj−1)
−1 × Pα

j × IFWT. (15)

In the below, we illustrate the function of the fractional
derivative matrix.

Vj ⊕Wj :
∑
k

ajkφjk+
∑
k

djkψjk,
∑
k

bj−1kφjk+
∑
k

cj−1kψjk

IFWT ↓ FWT ↑
Vj−1 :

∑
k

aj−1,kφj−1,k

∑
k

bj−1,kφj−1,k

P α
j ↘ ∑

k

aj−1,kDα
x φj−1,k (xi) ↗ (Pj)

−1

One further requirement is the multiplication by the space
independent function g(x). We create the linear operator G to
approximate the multiplication

FWT × (Pj)
−1 ×G× Pj × IFWT

G is a diagonal matrix with the values of function g in
xk = k2j , 0 ≤ k ≤ N .

IV. BOUNDARY CONDITIONS

The basic idea for constructing the boundary wavelets and
boundary scaling functions can be described as follows, for
the case where Ω = [0,m]. Firstly we take all wavelets and
scaling functions that are located near the boundary, we are
thus constructing the specific linear combinations of these
functions that satisfy the fixed non zero boundary conditions
(I). We separate the function u into two functions.

u (x, t) = v (x, t) + B (x) (16)

where the function v satisfies the zero boundary conditions




v (x, 0) = g (x)−B (x)
c1v (0, t) + c2vx (0, t) = 0
c4v (n, t) + c5vx (n, t) = 0

and {
c1B (0) + c2B

′ (0) = c3

c4B (n) + c5B
′ (n) = c6.

Now, we only reshape wavelets at x = 0, the construction of
other scaling functions and wavelets at the boundary is nearly
same as this. We let ψ denote the combination of the wavelets
in Vj which their support contains x = 0.

ψ (x) = aψj,−1 (x) + bψj,0 (x) + cψj,+1 (x) . (17)

Here ψ must satisfy the boundary conditions

c1ψ (0) + c2ψ
′ (0) = 0. (18)

On the other hand we need to represent
S∑

k=1

fk(x)Dαk
x ψ (x)

Dβk
x ψ (x) with the reshaped wavelet ψ (x) which satisfies the

boundary condition so we must have

c1

S∑
k=1

fk (0)Dαk
x ψ (0)Dβk

x ψ (0)

+ c2
∂
∂x |x=0

S∑
k=1

fk (x)Dαk
x ψ (x)Dβk

x ψ (x) = 0.

(19)

So a nonlinear system is obtained from (18) and (19), and
we get the coefficients a, b and d from solving this system.

V. THE PROPOSED METHOD

We consider the fractional Adams method for solving FPDE
(1). This method was first studied by Diethelm, Ford and Freed
[38]. Their method for solving (20) is as follows:

Dβy (t) = f (t, y (t)) , y (0) = y0; 0 < β < 1 (20)

yn+1 = y0

+
hβ

Γ (β + 2)

n∑

k=0

ck,n+1f (tk, yk)

+
hβ

Γ (β + 2)
cn+1,n+1f

(
tn+1, y

P
n+1

)
(21)

where

ck,n+1 =





nβ+1 − (n− β) (n + 1)β
, k = 0

(n− k + 2)β+1 + (n− k)β+1−2(n− k + 1)β+1

1 ≤ k ≤ n
1, k = n + 1

and h = T/N, {tk = kh , k = 0, 1, .., N} , yk ≈ y (tk) .
Also we can show 0< ck,n+1 ≤ 2 for all 0 ≤ k ≤ n + 1

and 0 < β < 1.
The predictor yP

n+1 is determined by

yP
n+1 = y0 +

hβ

Γ (β + 1)

n∑

k=0

bk, n+1f (tk , yk)

where bk, n+1 = (n + 1− k) β − (n− k) β .
So the approximate solution for the time space-fractional

(1) by using the fractional Adam’s method would be

u (x, tn+1) = u (x, t0)

+
hβ

Γ (β + 2)

n∑

k=0

ck,n+1 (Nu (x, tk))

+
hβ

Γ (β + 2)
NuP (x, tn+1) (22)

where N (u (x, t)) =
S∑

i=1

fi (x) Dαi
x u (x, t) Dβ i

x u (x, t) and

uP (x, tn+1) = u (x, t0) + hβ

Γ(β+1)

n∑
k=0

bk, n+1N (u (x, tk)).

Now we can take the space Vj−1 to approximate the solution

of (22). If we consider
[

ak

bk

]
as a vector form of u (x, tk)
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in Vj−1, then from (22) and the definition of Mα from (15)
we have[

an+1

bn+1

]
=

[
a0

b0

]

+
hβ

Γ (β + 2)

{
n∑

k=0

ck,n+1

S∑
r=1

Fr

× diag
(

Mα r

[
ak

bk

])
Mβ r

[
ak

bk

]

+
S∑

r=1

Frdiag
(

Mα r

[
aP

bP

])

×Mβ r

[
an+1

bn+1

]}
(23)

where
[

aP

bP

]
=

[
a0

b0

]
+

hβ

Γ (β + 1)

n∑

k=0

bk,n+1

S∑
r=1

Fr

× diag
(

Mα r

[
ak

bk

])
Mβ r

[
ak

bk

]
(24)

also we can write as a system:
(

I − hβ

Γ (β + 2)
M

)[
an+1

bn+1

]
=

[
an

bn

]
(25)

where

M =
S∑

r=1

Frdiag
(

Mα r

[
aP

bP

])
Mβ r ,

[
an

bn

]
=

[
a0

b0

]
+

hβ

Γ (β + 2)

n∑

k=0

ck,n+1

S∑
r=1

Fr

× diag
(

Mα r

[
ak

bk

])
Mβ r

[
ak

bk

]
. (26)

Solving system in the Finer space Vj−1 produces more
accurate solution, But if the system becomes larger then
calculations are also increased. To increase the accuracy of
solution in some places of domain Ω and to avoid increase of
our calculations we use the multiscaling method. This means
that once we solve the system in a space Vj and domain Ω that
we call large scale system. Once again we solve the system in
a Finer space Vj−1 and subdomain Λ that we call small scale
system. Combination of these two systems provides suitable
accuracy and less calculations than the solutions of the system
achieved in the space Vj−1 on domain Ω. If we want to get
a more accurate solution in a subdomain Λ, we need to do
the following process (we can do this process for several
subdomains). In the beginning we consider the matrix M in
the space Vj−1, since in the first step we will not be using all
of M so The elements of M will have to be broken up, into
a block decomposition of the form

M =
[

A B
C D

]
.

We only consider the block A which operates as operator N
in the space Vj over all domain Ω. Then using time stepping

scheme (22) we find an approximation for an+1 which we will
call aTm

Λ

(
I − hβ

Γ (β + 2)
A

)
aTm = an. (27)

The small-scale system is expressed in terms of a matrix
MΛ of the form

MΛ =
[

AΛ BΛ

CΛ DΛ

]

where AΛ, BΛ, CΛ and DΛ, are composed of the elements
from A, B, C and D that are related to Λ. We have the
time step solved at the large-scale resolution Vj on all Ω.
What we want now is to solve the system on Λ at the small
scale resolution Vj−1. However, an and the newly calculated
aTm
Λ have to be included. So, we take the components of an

and aTm
Λ that are in Λ, an

Λ and aTm
Λ . These are used in the

system. Next, we are looking for vector correction aCr where
an+1 = aTm+aCr. Now, what we want is to solve the system
on Λ at the small scale resolution Vj−1.

Consider the fractional Adam’s method for this case

(
I − hβ

Γ (β + 2)

[
A B
C D

])

Λ

[
an+1

bn+1

]

Λ

=
[

an

bn

]

Λ

.

(28)
Since an+1

Λ = aTm
Λ + aCr

Λ thus

(
I − hβ

Γ(β+2)

[
A B
C D

])

Λ

([
aCr

bn+1

]

Λ

+
[

aTm

0

]

Λ

)

=
[

an

bn

]

Λ
(29)

then

(
I − hβ

Γ (β + 2)

[
A B
C D

])

Λ

[
aCr

bn+1

]

Λ

=

[
0
b̃n + hβ

Γ(β+2)C aTm

]

Λ

. (30)

We get
[

an+1

bn+1

]

Λ

by solving the above system.

The last step is to construct the vector
[

an+1

bn+1

]

Ω

from

vectors
[

aTm

0

]

Ω

and
[

an+1

bn+1

]

Λ

. In the subdomain Λ the

vector
[

an+1

bn+1

]

Λ

is a better approximate solution than the

vector
[

aTm

0

]

Λ

for the system (25). So to increase the accu-

racy of the approximated vector
[

aTm

0

]

Ω

we must replace

elements of
[

aTm

0

]

Ω

by the elements of
[

an+1

bn+1

]

Λ

, the

only ones that are related to subdomain Λ.



AMINIKHAH et al.: THE MULTI-SCALE METHOD FOR SOLVING NONLINEAR TIME SPACE FRACTIONAL PARTIAL DIFFERENTIAL EQUATIONS 5




aTm

0




=




aTm
1
...

aTm
Λ
...

aTm
N

0
...
0Λ

...
0




←→

and

←→




an+1
Λ

bn+1
Λ







an+1
Λ

bn+1
Λ




REPLACE→




aTm
1
...

aTm
Λ
...

aTm
N

0
...
0Λ

...
0




≡




an+1

bn+1




.

Now, we present the algorithm of the proposed method. In
this algorithm j, h and g are resolution level, time step and ini-
tial function respectively. If the vector a = [a0, a2, . . . , aN ]T

be the vector form of a function in Vj then we suppose the
restricted vector aΛ is [ar, . . . , as+1]

T .

Algorithm 1 Proposed Method

Step 1: v ← [g0, g1, . . . , g2N ] where N = m2−j and
gk = g

(
k2j

)
, k = 0, . . . , 2N .

Step 2:
[

a
b

]
← FWT × P−1

j × v.

Step 3: Constructing matrix M by using (17).

Step 4: Blocking the matrix M =
[

A B
C D

]
where A ←

M (1 : N+1, 1 : N + 1), B←M (1 : N+1, N+1 : 2N + 1)
and so on for C, D.

Step 5: MΛ =
[

AΛ BΛ

CΛ DΛ

]
Limiting M to subdo-

main Λ, where AΛ ← A (r : s + 1, r : s + 1), BΛ ←
B (r : s + 1, r : s) and so on for CΛ and DΛ.

Step 6: for n = 0 to k.

Step 7:
[

an

bn

]
←

[
a
b

]
.

Step 8: aΛ ← a (r : s + 1) , bΛ ← b (r : s).

Step 9: Solve the system (25) to get vector aTm.

Step 10: aTm
Λ ← aTm(r : s + 1).

Step 11: Solve the system (28) to get vector
[

aCr
Λ

bΛ

]
.

Step 12: aΛ ← aCr
Λ + aTm

Λ .

Step 13: aTm (r : s + 1) ← aΛ, b (r : s) ← bΛ,

v ←
[

aTm

b

]
.

Step 14: end for.

VI. STABILITY

In order to show stability of the approximate solution, we
recall discrete Gronwall lemma.

Lemma 1: (Discrete Gronwall Lemma) If {yk}, {fk} and
{gk} are nonnegative sequences and

yn ≤ fn +
∑

0≤k≤n

gkyk , for n ≥ 0 (31)

then

yn ≤ fn+
∑

0≤k≤n

fkgk exp


 ∑

k≤i≤n

gi


 , for n ≥ 0. (32)

If, in addition, {fk} is nondecreasing then

yn ≤ fn exp


 ∑

0≤i≤n

gi


 , for n ≥ 0. (33)

Theorem 1: The approximation scheme (23) is stable.
Proof : Let un = [u (x0, tn) , u (x1, tn) , . . . , u (x2N , tn)]

denote the exact solution and Ũn denote approximate solution
of it. From approximation scheme (23) and Ũn = Pj ×
IFWT

[
an

bn

]
we have

Ũn+1 = Ũ0

+
hβ

Γ (β + 2)

{
n∑

k=0

ck,n+1

S∑
r=1

FrM
αr

+ diag
(
FWT × P−1

j × Ũk

)
Mβr

× FWT × P−1
j × Ũk +

S∑
r=1

FrM
αr

× diag
(
FWT × P−1

j × ŨP
n+1

)

× MβrFWT × P−1
j × Ũn+1

}
(34)

where
ŨP

n+1 = ŨP
0

+ hβ

Γ(β+1)

{
n∑

k=0

bk,n+1

S∑
r=1

FrM
αr

×diag
(
FWT × P−1

j × Ũk

)

×MβrFWT × P−1
j × Ũk

and bk, n+1 = (n + 1− k) β − (n− k) β
.
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There is no loss of generality in assuming that un and its
approximation are bounded in the domain

∥∥∥Ũn

∥∥∥ ≤ M∗. Also
we can choose h enough small that makes

hβ

Γ(β+2)

S∑
r=1

‖Fr‖ ‖Mαr‖ ‖FWT‖∥∥P−1
j

∥∥M∗ ∥∥Mβr
∥∥

‖FWT‖
∥∥P−1

j

∥∥ ≤ 1
2 < 1

(35)
this guarantees nonsingularity of the matrix

I− hβ

Γ (β + 2)

S∑
r=1

Fr ×Mαr

× diag
(
FWT × P−1

j × ŨP
n+1

)
×Mβr

× FWT × P−1
j . (36)

Then we have

Ũn+1 =
(

I − hβ

Γ (β + 2)

S∑
r=1

Fr ×Mαr

× diag
(
FWT × P−1

j × ŨP
n+1

)

×Mβr × FWT × P−1
j

)−1
Ũ0

+
hβ

Γ (β + 2)

(
I − hβ

Γ (β + 2)

S∑
r=1

Fr ×Mαr

× diag
(
FWT × P−1

j × ŨP
n+1

)
×Mβr

×FWT × P−1
j

)−1

×
{

n∑

k=0

ck,n+1

S∑
r=1

Fr ×Mαr

× diag
(
FWT × P−1

j × Ũk

)
×Mβr

× FWT × P−1
j Ũk

}
. (37)

Next using the fact that∥∥∥∥
(

I − hβ

Γ(β+2)

S∑
r=1

Fr ×Mαr

×diag
(
FWT × P−1

j × ŨP
n+1

)

×Mβr × FWT × P−1
j

)−1
∥∥∥

≤ 1

1−

∥∥∥∥∥∥∥∥∥∥∥∥∥

hβ

Γ(β+2)

S∑
r=1

Fr ×Mαr

× diag
(
FWT × P−1

j × ŨP
n+1

)

×Mβr × FWT × P−1
j

∥∥∥∥∥∥∥∥∥∥∥∥∥

≤ 2.
(38)

Therefore, equation (37) yields

∥∥∥Ũn+1

∥∥∥ ≤ 2
∥∥∥Ũ0

∥∥∥ +

(
T
N

)β

Γ (β + 2)

n∑

k=0

ck,n+1

∥∥∥Ũk

∥∥∥. (39)

By applying Gronwall’s inequality, we obtain

∥∥∥Ũn+1

∥∥∥ ≤ 2
∥∥∥Ũ0

∥∥∥ exp

(
T β

Γ (β + 2)

n∑

k=0

ck,n+1

Nβ

)
(40)

since ck,n+1

Nβ = (n−k+2)β+1

Nβ + (n−k)β+1

Nβ − 2 (n−k+1)β+1

Nβ ≤ 2
N

is bounded and increasing function with respect to β so we
have ∥∥∥Ũn+1

∥∥∥ ≤ 2
∥∥∥Ũ0

∥∥∥ exp
(

2T β

Γ (β + 2)

)
(41)

this completes the proof of stability. ¥

VII. NUMERICAL EXAMPLE

In this section we implement the presented method to solve
two examples, and also we compare the exact solution with
the approximate solution.

Example 1: We consider the following nonlinear time space
fractional Burger equation:

Dα
t u = −uDβ

xu + νuxx

with the initial condition and boundary condition
{

u (x, 0) = coth (5x− 10) , 0 < x < 4
u (0, t) = u (4, t) = 0, 0 ≤ t ≤ 1.

For comparison, this example was solved numerically in
different levels of resolutions. The Table I, II show the con-
vergence when j decreases, also the Fig. 1 shows in different
times the approximated results satisfy the boundary conditions
exactly.

Example 2: We consider the following fractional nonlinear
Klein-Gordon differential equation:

Dβ
t u = uxx − u + u3

with initial condition and boundary condition are as follows:
{

u (x, 0) = cos (x) , 1 < x < 7
u (1, t) = u (7, t) = 0, 0 ≤ t ≤ 1.

The example was solved by the presented multi-scale
method with V−4 on Ω and V−5 on Λ. The Table III shows
that the accuracy can be improved by enlarging subdomain.

TABLE I THE ERRORS ARE THE DIFFERENCE BETWEEN THE Vj RESULTS AND THE Vj−1 RESULTS (Vj/Vj−1 ) WITH
h = 0.01 AT t = 0.5

(a) error α = 0.9, β = 0.8 (b) error α = 0.7, β = 0.8

x V−3/V−4 V−4/V−5 V−5/V−6 x V−3/V−4 V−4/V−5 V−5/V−6

1 4.86851E-5 1.20725E-5 3.01086E-6 1 3.87951E-5 9.5696E-6 2.38312E-6
1.5 -6.27884E-5 -1.78008E-5 -4.54069E-6 1.5 -3.15994E-5 -8.706E-6 -2.21822E-6
2 -0.00048152 -0.000117335 -2.86878E-5 2 -7.38939E-5 -2.2020E-5 -5.64321E-6

2.5 0.003519481 0.000616091 0.000135349 2.5 -0.000228084 -9.5180E-5 -2.53185E-5
3 0.000154392 4.97541E-5 1.25426E-5 3 0.004762792 -0.0008628 -0.00039248

3.5 7.77682E-6 1.98912E-6 4.99819E-7 3.5 -3.36494E-5 1.52567E-5 4.19946E-6
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TABLE II THE ERRORS ARE THE DIFFERENCE BETWEEN THE Vj RESULTS AND THE Vj−1 RESULTS (Vj/Vj−1 ) WITH
h = 0.01 AT t = 0.5

(a) error α = 0.9, β = 0.8 (b) error α = 0.7, β = 0.8

x V−6/V−7 V−7/V−8 solutiononV−8 x V−6/V−7 V−7/V−8 solutiononV−8

1 7.52109E-7 1.87972E-7 0.01563038 1 5.95109E-7 1.48723E-7 0.017861225
1.5 -1.13743E-6 -2.84176E-7 0.126210355 1.5 -5.56031E-7 -1.38975E-7 0.08964552
2 -7.09146E-6 -1.76352E-6 0.428300053 2 -1.41355E-6 -3.52853E-7 0.225663084

2.5 3.2228E-5 7.92191E-6 0.471766274 2.5 -6.38202E-6 -1.59423E-6 0.388315038
3 3.13962E-6 7.8496E-7 0.020295168 3 -0.00011126 -2.87553E-5 0.250095232

3.5 1.25102E-7 3.12235E-8 0.001442839 3.5 1.07135E-6 2.69138E-7 0.002252919

TABLE III THE ERRORS ARE THE DIFFERENCE BETWEEN
THE MULTI-SCALE RESULTS AND THE RESULTS OBTAINED

USING V−5 , WITH h = 0.01 AT t = 0.5

x errorΛ = [3 5] errorΛ = [4 6] solution onV−5

1.25 -0.000132 -7.99128E-5 -0.022484
2.25 -0.0003292 -2.97362E-6 -0.0542849
3.25 1.60129E-6 1.22943E-6 0.0224848
4.25 3.87375E-6 2.97362E-6 0.0542849
5.25 -0.0001361 -1.22943E-6 -0.0224848
6.25 -0.00032 -0.00019 -0.05428

The points in the subdomain Λ are dislayed by bold font

Fig. 1. This figure is the approximated solution of the presented
method in different times with α = 0.9, h = 0.01, β = 0.8.

Fig. 2. This figure is the approximated solution of the presented
method in different times with α = 0.9, h = 0.01.

VIII. RESULTS

In this work a practical approach for solving nonlinear time
space fractional partial differential equation is presented. Multi
scaling method via wavelets is used to increase resolution
in some locations, furthermore the computations are reduced
because of the compact support of wavelets, also wavelets are
employed in such a way that satisfy the boundary conditions
exactly.
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