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Identification and PID Control for a Class of

Delay Fractional-order Systems

Zhuoyun Nie, Qingguo Wang, Ruijuan Liu, and Yonghong Lan

Abstract—In this paper, a new model identification method
is developed for a class of delay fractional-order system based
on the process step response. Four characteristic functions are
defined to characterize the features of the normalized fractional-
order model. Based on the time scaling technology, two identi-
fication schemes are proposed for parameters’ estimation. The
scheme one utilizes three exact points on the step response of
the process to calculate model parameters directly. The other
scheme employs optimal searching method to adjust the frac-
tional order for the best model identification. The proposed two
identification schemes are both applicable to any stable complex
process, such as higher-order, under-damped/over-damped, and
minimum-phase/nonminimum-phase processes. Furthermore, an
optimal PID tuning method is proposed for the delay fractional-
order systems. The requirements on the stability margins and
the negative feedback are cast as real part constraints (RPC)
and imaginary part constraints (IPC). The constraints are im-
plemented by trigonometric inequalities on the phase variable,
and the optimal PID controller is obtained by the minimization
of the integral of time absolute error (ITAE) index. Identification
and control of a Titanium billet heating process is given for the
illustration.

Index Terms—TFractional-order system, time delay, identifica-
tion, PID control, Titanium billet heating furnace.

I. INTRODUCTION

RACTIONAL order appears in many real dynamical

processes naturally, such as heating furnacel'), flexible
structures!?], materials with memory and hereditary effects(3!,
and a new electrical circuit element named “fractance”*.
Compared with the integer model, fractional-order model often
provides more reliable description for some real dynamical
processes, especially when the Bode diagrams do not show
slopes of integer multiplying of 20 dB/decadel®!, or when the
traditional integer models cannot fit the experiments data well.
For these reasons, more and more attention has been paid to
the problems of identification and control of fractional-order
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systems[5—=9 A recent survey of its development is presented
in [10] and its applications are introduced in [11].

For unknown processes, fractional-order system identifica-
tion becomes a difficult problem due to the fractional order
present in the physical systems. The aim of identification of
fractional-order system is to establish a fractional-order model
to describe the system’s physical behavior by the observed
data. Since the model parameters in identifying consist now
not only the coefficients but also the differentiation orders
appearing nonlinearly, some standard tools, such as relay
feedback method for integer models cannot be used directly
to identify fractional-order systems if there is no fundamental
improvement in the relay feedback theory. Therefore, the
researches on the identification problem for fractional-order
system have attracted lots of attention. An overview of the
identification issue of fractional-order system is introduced
in [12].

There have been some methods developed for the fractional-
order system identification using continuous time models. In
[13], linear least square (LS) optimization technique is used
to estimate the coefficients of fractional differential equation,
with the differentiation orders being fixed according to a prior
knowledge. When the fractional differentiation orders are not
available by the prior knowledge, output error methods are
developed in [14], to provide estimation of both coefficients
and differentiation orders by nonlinear optimization techniques
instead of LS. The above two methods are based on classical
identification methods whose parameters are estimated by
minimizing a given criterion and data fitting. It is obvious
that, the identification procedure becomes complicated when
nonlinear optimization is involved'®. Recently, an optimal
identification algorithm is developed with a carefully selected
initial value for a class of fractional order modeling!'®.

Another identification approach has been presented for
fractional-order systems in frequency domain. A new con-
cept of continuous order-distribution is introduced through
the development of a fractional/integer-order system iden-
tification, which allows the identification of both stan-
dard fractional/integer-order systems containing continuous
or discrete terms as well as system with continuous order-
distributions!' 7! . Recently, frequency response model identifi-
cation for fractional-order systems is provided for the purpose
of PID auto-tuning!'®! . The model assumed to be fractional-
order plus time delay form is obtained by model reduction
from identified integer model. To estimate the time delay along
with continuous-time fractional-order model, a linear filter is
introduced for the model identification in an iterative manner
by solving simple linear regression!*?!.
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To obtain PID controller for a fractional-order process, Luo
et al.l2% designed integer/fractional-order PID controller for
a class of fractional-order system in terms of phase margin
and the robustness against the loop gain variations. Based on
the magnitude and phase measurements of the plant by relay
feedback tests at a frequency of interest, Monje et al.l8—?]
developed a method for the auto-tuning of fractional-order PID
controllers. Combined with the frequency response estimation
for a fractional-order system, an explicit PID tuning rule is
proposed, which incorporates both the set-point tracking and
the disturbance rejection casel's].

In this paper, a new model identification method is de-
veloped for a class of delay fractional-order model. The
step responses of the normalized fractional-order model are
used for the characteristic functions’ definition and fitting.
Combined with characteristic functions, the process is iden-
tified by time scaling technology. Two identification schemes
are developed in the parameter estimation. The scheme one
utilizes three exact points’ data on the step response of the
process to obtain the fractional-order model parameters. The
other scheme employs single-variable optimization to adjust
the fractional order for the proper parameters. The proposed
two identification schemes are both applicable to any stable
complex process, such as higher-order, under-damped/over-
damped, and minimum-phase/nonminimum-phase processes.
Furthermore, an optimal PID tuning method is proposed for
the delay fractional-order model. The requirements on the
stability margins and the negative feedback structure are cast
as real part constraints (RPC) and imaginary part constraints
(IPC). The constraints are implemented by trigonometric in-
equalities on the phase variable, and the optimal controller
is obtained by solving a single-variable optimization problem
to minimize the integral of time absolute error (ITAE) index.
Application results on the Titanium billet heating furnace are
provided for the illustration.

The remaining parts of this paper are organized as follows.
In Section II, the proposed model identification method based
on time scaling technology is developed. In Sections III,
optimal PID controller tuning method is presented using ITAE
rule. The simulation and comparison results in Section IV are
given to illustrate the performance of the proposed methods.
In Section V, application results on the titanium billet heating
furnace are provided for model identification and control.
Finally, conclusion is given in Section VL.
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II. PROCESS MODEL AND IDENTIFICATION

In the real-world, many stable physical systems can be well
characterized by fractional-order model with non integer-order
derivatives. Suppose a stable process is modeled by a delay
fractional-order system

K —Ls

G) = Fa®

(D
where L > 0 is time delay, 7' > 0 is the time constant, K is
the loop gain and 0 < o < 2 is the fractional order.

The step responses of (1) for different values of o with K
= 1,7 = 0 and L = 0 are given in Fig. 1, which shows
that the fractional-order model in (1) provides rich complex
dynamics, including oscillations and overshoot, to characterize
any stable engineering process!®> 1), It is obvious that, the
fractional-order v dominates the behavior of the step response
and results in significant performance difference for the case
of 0 < a<land1l < a < 2. When 0 < o < 1, the
outputs have no oscillation and tend to the reference signal
very slowly; when 1 < o < 2, the oscillations occur in the
outputs and are stranger when « is increasing. So, it motivates
us to identify the process based on step response depending
on the system parameters.

A. Time Scaling Analysis

The process model is normalized to be KG(3) = G(s),
where

(= 1 —73
¢80 = w1

€ )
5= {/Tsand 7 = L/ ¥/T. Denote the step responses by y(t)
for the system G(s) and §(f + ) for the normalized systems
G(3). Note that, ¢ stands for the time coordinate in the case
of 7 =0, and the data (£, 5j(f +0)) will be collected and used
in our identification.
According to definition of Laplace transform,

2

CIf(t)] = F(s) = / " ft)etat, 3

it is deduced that

“4)

Output signal

Time (s)

Fig. 1.

Output signal

Time (s)

The step responses for 0 < a <land 1 < a <2 with K =1and T = 0.
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According to (4), when
y(t) = Kg(i +7), ®)
the following equation holds,
7=, (©)
T= .
YT

In this way, the relationship between y(t) and §(f + 7) is well

formulated by time scaling.

Denote the step response of the real process by y,-(t). Since
the process is modeled by (1), it is reasonable to assume y,.(t)
~ y(t), and specify y,.(t;) = K(t;+7) at some points. Then,
the parameters can be solved directly using (6). Here, two

identifying schemes are proposed for the parameter estimation
based on (6).

B. Identification by Three Points
The process gain K is obtained directly by

_ Y (0)
~ r(c0) ] @

for the stable process. Collect the responses data (£, (% + 0))
in Fig. 1, and choose §(f;) = 31, §(t2) = (B2 and §(t3) = fs,
where 31 < 2 < 33 and #; < fo < 13, in the rising up stage
of the step response. Three points are specified as y,.(t1)/K

= 0, yr(t2)/K = (5 and y,(t3)/K = (3, on the process
responses, (6) gives the following equations:
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Before solving (8), four characteristic functions are defined

where

Then, the explicit solution of (8) is given by

1?3 751
n(Emn) =
fg(Oé) = 1?2—7;[1,
f3(04) = ~27
(3=

L ts—t1  t3—1

P L T Lo
b _52
TR

a=f(p),

r= (thczzOét;)a’

L=ty — fs(e) VT,

)

(10)

(an

(12)
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In (12), @ > 0 and 7' > 0 hold naturally, since t; < 5 < t3
and t; < t9 < t3. L < 0 would occur if

ty < I VT, (13)

because of the complex dynamics caused by high-order poles
and zeros, actuator nonlinearities or time varying parameters.
In this case, we set L = 0 and find the solutions of o and T’
using two points. Take §(f;) = £1, §(t2) = B2, and we have
(9)
to —

the solutions
f4 )
)
fala) )7
0.

In this paper, we set 81 = 0.2, §; = 0.6 and B3 = 0.95
which are listed in Table I as the recommended value for
collection of data. Then, four characteristic functions are
obtained by curve fitting, as shown in Fig. 2,

o
T (14)
L

0.4053p> + 22.61p> + 14.85p — 41.29
hp) == 5 oro0r d5i0p _dd5e
0.3315c + 0.2876
fal0) = — 515
2.9602 + 1.3440 + 4.814 (15
f3(@) = 55 1880 1 16,210 — 1787
0.2789¢> + 14.85¢ + 11.26
a0 = — 9016, 18.25

These four functions will play important roles in our process
identification because the features of step responses of the
normalized model (2) can be well characterized by them.
Note that, for any different choice of 3;, the accuracy of the
identification results only depend upon the fitting precision.

TABLE I
t; FOR DIFFERENT « IN FIG. 1
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C. Optimal Identification

Theoretically, the model parameters can be calculated ex-
actly if three points are specified on the step response by (12)
or (14), but this would be a strict limitation on the whole curve
matching for the responses. Recall that, the fractional-order «
dominates the behavior or the shape of the step response. A
good choice of « can guarantee a nice shape matching, which
motivates us to develop an optimal identification scheme.

Take 0, = 0.4 and B = 0.6 as the recommended value to
have §(#;) = 31 and §(t2) = (32, and the values of #; and
to are collected in Table II. The function f> (c), as shown in
Fig. 3, is updated in (15) by curve fitting

0.3704
o (a) = — (16)
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Fig.3 Curve fitting for fo (a).
TABLE II

t; FOR DIFFERENT « IN FIG.?2

t1 to t3 1?1 1?2
¢ B =02 81 =06 B3 = 0.95 ¢ B =04 81 =06
0.1 1/00 31.92 ) 0.1 0.0099 31.92
0.2 1/00 4.180 [e'e) 0.2 0.0771 4.180
0.3 0.0064 2.102 > 8000 0.3 0.1551 2.102
0.4 0.0214 1.497 > 600 0.4 0.2236 1.497
0.5 0.0448 1.228 126.3 0.5 0.2824 1.228
0.6 0.0744 1.083 41.41 0.6 0.3342 1.083
0.7 0.1082 0.9983 17.55 0.7 0.3816 0.9983
0.8 0.1449 0.952 8.61 0.8 0.4262 0.952
0.9 0.1834 0.927 4.71 0.9 0.4690 0.927
1.0 0.2233 0.9164 3.02 1.0 0.5110 0.9164
1.1 0.264 0.9188 2.265 1.1 0.5524 0.9188
1.2 0.3052 0.9297 1.911 1.2 0.5937 0.9297
1.3 0.3470 0.9470 1.72 1.3 0.6350 0.9470
1.4 0.3890 0.9693 1.612 1.4 0.6764 0.9693
1.5 0.4312 0.9954 1.55 1.5 0.7180 0.9954
1.6 0.4736 1.0244 1.517 1.6 0.7596 1.0244
1.7 0.5160 1.0557 1.501 1.7 0.8014 1.0557
1.8 0.5585 1.0888 1.50 1.8 0.8433 1.0888
1.9 0.6010 1.1236 1.507 1.9 0.8853 1.1236
2.0 0.6436 1.1594 1.521 2.0 0.9274 1.1594
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In our optimal identification, integral square error (ISE)
between y(t) and y,(t) is introduced to find the optimal
solution. Then, the minimization problem can be formulated
by

tx
Jiq = min [ / ly(t) — y,.(t)|2dt} , (17)
« 0
ty — tl)“
T= ;
s.t. < fa(a) (18)

L = max (tg—fg(@)%, 0),

and solved easily by MATLAB function “fminbnd”.

D. Algorithms

The proposed two identification schemes are summarized
by the following algorithms.

Algorithm 1. Three points identification (Model 1)

Step 1. Set the recommended value 5, = 0.2, 8, = 0.6 and
B3 = 0.95, and calculate the process gain K by (7).

Step 2. Collect t;, to and t3 from the step response of the
real process to have y,(t1)/K = 01, y-(t2)/K = (2 and
y7‘(t3)/K = Bs.

Step 3. Calculate p, ¢ by (10) and (11), respectively.

Step 4. Calculate the value of four functions in (15) to have
a = fi(p), t2—t1 = fo(@), t2 = f3(a) and a = fi (g).

Step 5. If ¢5 > ts ?/T, determine the parameters o, 7" and
L by (12), otherwise, by (14).

Algorithm 2. Optimal identification (Model 2)

Step 1. Set the recommended value 5; = 0.4 and G = 0.6,
and calculate the process gain K by (7).

Step 2. Collect ¢; and ¢ from the step response of the real
process to have y,-(t1)/K = (1 and y,(t2)/K = [s.

Step 3. Set an initial value of o = a* € (0, 2).

Step 4. Update f> («) by (16), and calculate T and L by
(18).

Step 5. Calculate the cost function (17). If convergent, stop;
otherwise, set a new value @ = «a; by “fminbnd”, and go to
Step 4.

In (15) and (16), to reduce the fitting error, rational functions
are used with proper order, for curve fitting, which confirms
the accuracy of the identification results. Obviously, Algorithm
1 provides a fast identification with only three points used
in the calculation, while Algorithm 2 provides more accurate
identification results by optimal searching.

Remark 1. The proposed identification procedures in Algo-
rithm 1 and Algorithm 2 allow long dead time, large phase lag
and unstable zeros of the system are due to the introduced time
delay in the fractional-order model. They can be successfully
approximated with equivalent time delay'8.

Remark 2. The proposed identification method is applicable
to a wide range of engineering processes. If the process is
unstable, one can stabilize the process first by a proportional
controller. Then, the method becomes applicable.

Remark 3. The measured noise or disturbance is inevitable
in the real process and brings identification errors. To guaran-
tee the accuracy, a filtering algorithm, such as median filtering,

can be employed to make pretreatment of the measured data.
Then, the measured noise or disturbance is limited.

Remark 4. A similar identification method can be found
in [16] for the same model (1). Based on the step response,
optimal fitting is carried out with carefully selected initial
parameters. For the same points, both methods in this paper
and in [16], are trying to extract some typical features of the
step response for the model identification. Rather than the
direct optimal computation, our basic idea is to make time
scaling analysis for the process model (1) and its normalized
model (2). Based on such time scaling relationship, the pro-
posed two identification schemes are developed under a unified
framework. Then, solving equation set by three exact points or
by optimal response shape matching with two points is logical.

E. Simulation Study

To illustrate the utility of the proposed identification
method, four typical processes, including minimum phase
processes and nonminimum phase processes, are discussed in
the simulations.

Process 1. Over-damped process with zero and time delay

2s + 1{ 0055
(s+1)°

Process 2. Under-damped process with zero and time delay

pl — (19)

4s + 1
(9s2+3s+1)(s+1)

—0.5s

Gpo = (20)
Process 3. Over-damped process with positive zero and time
delay

—3s+1
—F5¢€
(s+1)°

3 = s (21)
Process 4. Under-damped process with positive zero and
time delay

—5s+1

—6s
052+ 35+ 1)(s+ 1)

Gpa (22)

The simulations are carried out for the case when the high-
order models Gp1-Gps have already known to provide the
step response data. The identification procedures can also
be viewed as model reduction for high-order processes. The
above processes are identified to be fractional-order plus time
delay models in (1) and a zero initial condition is assumed.
The model performance will be compared with a frequency
identification method!'8].

The basic idea behind the frequency method
a point on the frequency response

(18] is to specify

Gp(jw) = G(jw), (23)
which gives the amplitude condition and phase condition to
solve T" and L for a given value ofa. The parameters are finally
determined by solving a single-variable optimization problem
to minimize the norm of the frequency response errors between
the process and the fractional model:
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min zn: G, (jwr) — G(jwi,a)|2 7 identification model provides better step response fitting to
a | the real process.
0<wl w2 < - <wu Regarding the frequency response, the proposed models
- ’ can also fit the processes well. The main fitting error for
k= Gy(0), the nonminimum phase process is caused by the right plane
T=r° (24) Zero, which is equivalent to time delay in the fractional-order
—ZG,(jw) + arctan 2(A, B) model. In the proposed method, such equivalent treatment
L= w J does not affect the fitting accuracy of the portion of minimum
phase. One can see that, when undershoot is ending in Fig. 4,
where the proposed models follow the step responses of Gp3 and
x L2 . —\ = G4 with little error. So, it is obvious that, there is a trade-
T = <_ cos(5)|Gp(w)'w” + VA+ B of}f7 between the step response fitting and frequency response
|GP(jW)|2W2a fitting.
am
A= cos? () Gyl III. PID TUNING
B= |Gp(jw)\2w2’l(k2 - |Gp(jw)|2) In this section, a PID controller tuning method is developed
for delay fractional-order processes. The proposed PID tuning
A= —sin (OL) O rule is derived by ITAE minimization with the constraints on
2 the stability margins.
B = cos <%) o0 41 Since the open loop gain of the Process 1 is less than unity
over high frequency range and will not affect stability, the
w ~ w, (theultimate frequency of Gp) paper measures the robustness by the gain margin A and phase
margin ¢,
The identification results are given in Table III, and the ) )
performance in step responses and frequency responses are 1+ AG(jwp)Cjwp) = 0, (25)
given in Figs.4 and 5. It shows that the proposed method suc- 14 et (jwg)C(jw,) = 0, (26)

cessfully estimates the fractional-order model by step response
for all the investigated process with fairly good accuracy. Com-

pared with the frequency method('8!, the proposed optimal of the loop, respectively. According to [21—22], these two
1.4 1.4 T
| &1 ‘\ |
| d '\‘ X |
1.2 1.2 Fooa ‘
\% :
R ) N
.20 & I I
Z 08 208 - f
2 2
& £ | |
R 2o06H-¢4---———1-———+———+—— - —— - —— = — - —
@) 0.6 @) ‘ ‘
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04 | —*5 oab fo =g, |
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| |
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|
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E
&
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1 ——— Frequency method 0.2 ! ) Frequency method
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where w;, and w, are the phase and gain crossover frequencies

Fig.4. Results of the process identification method.
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TABLE III
IDENTIFICATION RESULTS FOR FOUR ILLUSTRATIVE EXAMPLES
Process Proposed (Model 1) Jid Proposed (Model 2) Jid Frequency fitting in [18] Jid
1 —0.6786s 1 —0.783s 1 —0.7158s
1 1A2229s1-2417+1e 0.8508 1A090551-16+1e 0.2887 1.242731-2226+1e ? 0.7579
2 %e—0.6265s 10.5945 %6—0373363 5.0937 &e—oﬁﬁg&s 10.0240
3.520451-5216 41 ) 4.2556s1-58 41 : 3.5277s1-4973 41 :
1 —4.2191s 1 —4.3594s 1.0002 —4.2965s
3 1.872651.0694 11 46.8204 1.6631s1:0211° 46.5919 1.593251.4409 11 ¢ 80.1147
1 —12.1103s 1 —11.8618s 1 —10.385s
4 3.8241513969 11 ¢ 81.148 14804513471 ° 80.6847 9.159551 58544171 ¢ 129.5714
. . - . . o 1
crossover frequencies satisfy w, ~ Aw,, which motivates us A*=1+4+—, ¢* =2sin"! < . (28)
to introduce an additional parameter ~ in the formulation Mr 2Mr

Wp = YWy,

This parameter v plays the same

v > 1.

27

On the other hand, we also require the negative feedback

role as wy, but it will control

provide convenience in the analysis of (25) and (26) uniformly
under the same frequency variable wy.

The constraints on the stability mérgins are formulated by

u(t)

A>A*and ™ > ¢ > ¢*, where A* and ¢* are stability lower
bounds, and they are determined by the maximum closed-loop

amplitude ratio Mp!?3!,

kpe(t) + k; /°° e(t)dt + kqde(t), (29)
0

with positive controller parameters k, > 0, k; > 0 and kg > 0.
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The transient performance is measured by ITAE index of
the step response, that is

JITAE:/ t|e(t)|dt,
0

where e(t) = r(t) — y(t) is the error signal. Combined with
all the constraints, the controller design problem is formulated

by
oo
— [ et
0

A> A",
> ¢ > ¢,
k, >0,
k; >0,
kq > 0.

(30)

min
kp,kika JITAE

s.t. 31)

The problem in (31) can be solved by some classical
global searching methods or by intelligent algorithms, such
as particle swarm optimization (PSO) or genetic algorithm
(GA), without theoretical analysis. In this paper, we try to
investigate the constraints (31) and develop an implemented
searching algorithm to solve this problem. The constraints in
(31) will be analyzed and converted to the implemented form:
real parts constraints (RPC) and imaginary parts constraints
(IPC), with the help of two characteristic equations (25) and
(26).

A. RPC
Let us consider the real parts of (25) and (26), which lead
to
1 a
= — = 2
b =Re |~ o)~ O
exp(jo) ccos ¢ + dsin ¢
k, = — = 33
=R |-Gl | = TeE
where

a = Re(=G(jywy)), b=TIm(=G(jrwy)),
¢ =Re(=G(jwg)), d=Im(=G(juwy)).

The relationship of gain margin and phase margin is derived
by the following equation

9) 2
A= _ ave? +d 7 (34)
sin(¢ + a)(a? + b?)
where
arctan (g) , c>0, d>0,
c

T — arctan <|d>’ c>0, d<0,
o= K 35

—m + arctan <d|) , ¢<0,d<0,

— arctan (5') , c<0, d>0.
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Therefore, the constraints k, > 0, and A > A*, are
equivalent to the following inequalities

. av/c? + d?
< Y- =
rpc )0 <snl@+a) < @) 7% @6
or <o <.
B. IPC
The imaginary parts of (25) and (26) are given by
ki 1 —b
o Sy T { AG(jvwg)] Aty 0P
k; exp(jo) csin ¢ — d cos ¢
o= |-Gy | = e o
which are solved to get
by — bywy sin(é + ) — awgy? cos(¢ + a)
we & - 1) o
b bysin(¢ + a) — acos(p + @)
¢ awg Ve +d2 (2 -1)
Then, the constraints k; > 0 and k; > 0 are converted to
IPC : max bl, i < # 40)
a’ ay tan(¢ + )

C. Implementing Optimal Tuning

Based on the analysis above, an explicit PID controller
tuning rule and the achieved gain margin are given by

by = o = s Sin(6 4 0)
p_A(a2+b2)_\/msm o),

_ bywgsin(¢ +a) — awgy? cos(¢ + a)

ki = ’
aver +d? (v2 - 1) "
k bysin(¢ + ) — acos(¢p + @) “h
d = —

awgVe? +d? (72— 1)

 WETE

~ sin(¢ + a)(a? +b2)’

Theoretically, a suitable value of (¢, w,, ) determines a robust
stabilizing PID controller and the achieved gain margin in
(41). For example, for some typical performance specifications
on gain margin A,, phase margin ¢, and the closed-loop
bandwidth wp, we can set (¢,wy,7) ~ (¢o,wp,A,) as a
recommended value for a robust PID controller in (41) or as
an initial value for the optimal searching.

Remark 5. In [21-24], (¢, wq, A), (¢,wp, A) or (¢, wy, wp,
A) are used to calculate PID controller parameters, involving
some complex computation to solve (25) and (26), the two
coupled nonlinear equations. In this paper, with basic variables
(¢,wg,7), the gain margin and three controller parameters
are all decoupled from each other in (41). An explicit PID
controller will be more applicable in the practical engineering,
which is one of the advantages of the proposed tuning method.

Since (36) and (40) are formulated as trigonometric inequal-
ities on ¢, RPC and IPC are solved to be

B(wy,7) < ¢ < d(wy,7),

(42)
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where 5(w9ﬁ) and ¢(wg,~) stand for the upper bound and
lower bound, respectively. Obviously, these two bounds are
dependent on an admissible (w,, ). In this way, (42) gives an
exact parameter’s range, and will help us to find an admissible
region of (¢, wy,~y), which provides great convenience for the
optimal searching.

With the equivalent constraint in (42), the optimal controller
design problem in (39) can be rewritten in the implemented
form

min Jras = / le(t)dt,
0

st 9(wy,7) < ¢ < dlwy,).

This problem can be solved by MATLAB function “fminbnd”
in three dimensions. Set the initial value of (wg,7),
and carry on the single-variable searching on ¢ within
[0(wy,7), d(wy,7)]. The value of (w,,v) will be updated
by “fminbnd” for the iterations. When finishing the optimal
searching in three dimensions, the optimal robust PID con-
troller is decided by (41) accordingly as well as the achieved
gain margin, phase margins and two crossover frequencies.

The proposed tuning scheme is summarized by the follow-
ing algorithm.

Algorithm 3. Optimal PID tuning

Step 1. Give the specification of M and calculate the lower
bounds of stability margins A* and ¢*.

Step 2. Set the initial value of (w,, 7).

Step 3. Solve RPC and IPC by trigonometric calculations

to obtain [¢(wy, ), d(wy, V)]
Step 4. Carry on single-variable searching on ¢ within

[P(wy,7), @(w,y,7)] by “fminbnd”.

Step 5. If convergent, go to Step 6; otherwise, update the
value of (w,,v) by “fminbnd”, and go to Step 3.

Step 6. Substitute the resultant value of (¢, wg,y) into (41)
for the optimal PID controller.

(43)

D. Continuing Simulation Study

Regarding the optimal identified Model 2 in Table III, PID
controllers are designed by the proposed method for different
values of Mp. Tuning results are exhibited in Table IV, which
show that, the maximum closed-loop amplitude ratio My is
proportional to the overshoot in most cases. With a suitable
value of My specified, the overshoot will be avoided or limited
in the step response.

To illustrate the tuning algorithm, PID controller tuning for
the Model 2 of the Process 1 is considered. In Step 1, set Mr
= 1, and calculate the lower bounds of the stability margins,
A* = 2 and ¢* = 7/3. Given the initial value of (w,,7) =
(0.8,3) in Step 2, RPC and IPC are obtained in Step 3:

0 < sin(¢ + 0.1436) < 1.2568,

T
g So<m (44)
00794 < —————
~ tan(¢ + 0.1436)’
1.0472 < ¢ < 1.4272. (45)

TABLE IV
PROPOSED PID PARAMETERS FOR THE IDENTIFIED
MODEL 2
Process Mr kp k; kq Overshoot (%)
1 1.2893 0.7587 0.5747 33
1 1.2 1.2624 0.7361 0.5885 2.6
1.4 1.2551 0.7653 0.6021 4.2
1 4.7749 0.9562 4.6739 11.1
2 1.2 6.2443 1.2211 4.3948 14.9
14 6.8523 1.505 4.0934 21.1
1 0.266 0.1071 0.3569 0.2
3 1.2 0.5505 0.1579 0.6441 32
1.4 0.5510 0.1582 0.6550 32
1 0.3010 0.0583 0.9809 4.49
4 1.2 0.3074 0.0580 0.9874 6.87
1.4 0.3157 0.0581 0.9985 74

In Step 4, single-variable searching is carried on in the phase
range (45) to obtain the minimized index Jirag = 2.6694.
Update the value of (w,,7) for the further searching. Finally,
three variables (¢, wg,y) are found convergent to (1.2786,
0.2965, 3.2687), and the optimal PID controller is determined
by (41),

0.7587

C(s) = 1.2893 + + 0.5747s.

(46)

Simultaneously, the achieved control performances are ob-
tained

A =205(w, =0.3), ¢=127(w, =0.96), Jyrap = 1.74.
47)

A comparison is made with the design method in [18],
which is also using ITAE tuning rule but with no limitation
on the stability margin. In [18], the controller parameters are
given in Table V, which are obtained based on the frequency
fitting model in Table III. In the comparison, we set the
controller parameters in Table IV with M7 = 1.

TABLE V
CONTROLLER PARAMETERS IN [18]

Process kp k; kq
1 1.3447 1.0022 0.6215
2 23722 1.1933 4.7102
3 0.3477 0.1731 0.5272
4 0.2624 0.0645 1.3623

Step response and load disturbance rejection are considered
in Fig.6. Table VI presents ITAE value, overshoot, and the
achieved gain and phase margins of the resultant systems.
From the tuning results, one can find that the proposed method
achieves lower ITAE value and smaller overshoot than results
of [18]. Two reasons can support this result: 1) accurate
identified models allow better tuning performance for model-
based tuning rules. 2) with the limitation on the maximum
closed-loop amplitude ratio My, ITAE tuning rule would be
more applicable in the practical application.
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TABLE VI
TUNING RESULTS AND COMPARISON

Proposed PID parameters

PID parameters[lg]

Process (Proposed Model 2) (Frequency fitting model)
ITAE Overshoot (%) Gain margin Phase margin ITAE Overshoot (%) Gain margin Phase margin
1 199.11 5 2.907 70.5 199.6429 17 2.7797 61.2
2 236.72 11.9 1.5399 323 302.9330 30 1.7298 53.1
3 1.2462E+03 1.8 2.8741 62.4 1.2614E+03 31 2.2029 42
4 1.1269E+04 20.8 2.0114 56.3 1.1303E+04 24.5 1.7681 50.4
Process 1 Process 2
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Fig.6. Closed-loop responses of the PID control systems.
IV. APPLICATION TO TITANIUM BILLET HEATING FURNACE

Fractional-order dynamics appears naturally in the heating
process when heat conduction occurs between the operating
variable (input signal) and the measured physical variable
(output signal). An example of heating furnace was considered
in [25], which shows that the fractional-order model gives
more exact description of the heating process than integer-
order model.

Let us consider the temperature control problem of the
titanium billet furnace!*®l. The titanium billet furnace is di-
vided into three heating areas and the temperature is controlled
separately for each area (see Fig.7). Two kinds of burners,

including twelve 200 kW burners and six 350 kW burners, are
used in parallel for different heating schedules. The mixed nat-
ural gas and air are burned through the 18 burners distributed
on both sides of the furnace symmetrically.

The temperature control system is depicted in Fig. 8. Each
burner is controlled by a pulse-controller PSF778L indepen-
dently. The pulse-controller for each burner provides a precise
control for the ratio of air and gas, and greatly improves the
heating efficiency. All the burners work under the heating
task assignment of burners’ auto-setting controller PFA700
according to the total control actions generated by the con-
troller SE-504, which is implemented in the form of PID. Note
that, PFA700 also controls the process as an inner feedback
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control loop to guarantee the basic dynamic performance of
the heating process. The temperature feedback signals are
measured by 6 thermocouples distributed in three areas.

Burner Thermocouple Titanium billet

A W

i

—1

I

Heating area 1

IR

Heating area 2

R

Heating area 3

Fig.7. Titanium billet heating furnace.

Now, consider the model identification for the heating pro-
cess. We obtain the measured data from a real Titanium billet
heating furnace in the first heating stage, with the target tem-
perature 850 °C, which can be viewed as the step response of
the heating process. All the measured data are plotted in Fig. 9.
It is obvious that, the measured noise is inevitably involved in
the sampled data. Especially, the temperature jumping occurs
during the whole response, which is caused by the pulse
flame of the burners near the thermocouples. To attenuate such
temperature jumping and noise, median filtering method is
employed to deal with the measured temperature value. Fig. 10
shows the median filtering results. The identification procedure
for the Heating area 1 is presented to give the illustration. In
the inner control loop, the heating process achieves the setting
temperature slowly, that is y(oo) a2 850 °C. The process gain
is approximately to be K ~ 1.

The process is firstly identified by three points method.
Collect t; = 20min, {2 = 81 min and ¢3 = 374 min by Step
2 in Algorithm 1. The process is identified by (21),

1 674.915

55.07850-909 4 1
Then, optimal identification is carried on by Algorithm 2.
The cost function (26) is depicted in Fig. 11, and the optimal

(48)

Controller design
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fractional-order is found by single-variable searching. The
process is identified to be

1 o—5-21s

67.1867s9-94 + 1
It is obvious that the step responses of the two resultant
models, given in Fig. 12, are very close to the response of
the real heating process. In the frequency domain, one can
estimate frequency response with fixed frequency resolution
using spectral analysis in Fig.13. It can be seen that the

(49)
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Fig.9. Step response of three heating areas.
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Fig. 8.

Temperature control system of Titanium billet heating furnace.
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Fig.11. Cost function for optimal identification.
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frequency responses of the resultant models are nearly the
same as the frequency response of the real process at low
frequencies, which meets the requirement for the process
with large inertia time constant. The identification results for
the other two heating areas are given in Table VII and the
responses are shown in Figs. 14 and 15.
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Then, we consider the temperature control for each heating
area. In this case, we only provide the simulation results
to show the control performance. In the simulation, three
heating areas are controlled independently, and each controller
is designed based on the process Model 2 in Table VII. To
avoid overshoot, set Mr = 1, and the controller parameters
are given in Table VIII. ITAE indexes are obtained in the step
input response, and the achieved gain and phase margins of
the resultant systems are also exhibited.

A typical heating routine requires the furnace temperature
to reach 900 °C in three hours. Rather than the typical step
input, ramp signal would be more practical in the heating
process. According to the heating mechanism, we formulate
the reference heating curve by four stages:

10t,
600,
3.75(t — 90) + 600,
900.

ra(t) = (50)

The responses, tracking errors and control inputs of three
heating areas are shown in Figs. 16-18. In the first heating
stage, the control inputs are increasing greatly because of the
ramp input with a big slope. As we know, the steady output
error is inevitable for the ramp input under PID control. The
temperature tracking errors are almost kept about 100 °C in
three areas. After an hour, the input signals maintain 600 °C
in the second stage for the thermal insulation, and the control
inputs decrease when the tracking errors become small. In the
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TABLE VII

IDENTIFICATION RESULTS FOR THREE

HEATING AREAS AND COMPARISONS

Process Fractional-order model
Proposed (Model 1) Jiq x 108 Proposed (Model 2) Jiq x 108
Heating area 1 me*“ls 4.8788 Wme5-2ls 4.4843
Heating area 2 50.006513922—&-166'918 3.3877 Weis'%s 3.1368
Heating area 3 me—w-‘l% 4.2200 me_5‘95963 3.1494
TABLE VIII

PID CONTROLLERS FOR EACH HEATING AREA

Process model kp ki kq ITAE Gain margin Phase margin
1
We—“ls 8.2019 0.1153 0.8750 77.2937 2.871 63.8848
. S
1
We*“?s 7.1244 0.1090 3.9377 87.3280 2.7074 63.6843
. SY
1 X
me—i%%s 5.2301 0.1006 5.8289 81.9108 2.8153 65.6896
. S
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900 RO )
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Fig.16. Responses of three heating areas under PID control.
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third heating stage, the control inputs increase continues with
the ramp reference inputs, and the tracking errors are about
40°C. Finally, reference inputs are kept 900 °C for half an
hour in the last stage and the control inputs decrease and tend
to a constant. After the temperature field distributed uniformly,
all the temperature in three areas achieve 900 °C. One can see
that, the proposed three PID controllers provide good control
performance for the heating furnace without any overshoot and
oscillation, in the whole heating process.

Fig.18. Control inputs.

V. CONCLUSION

This paper has presented a new model identification method
for a class of delay fractional-order system based on the
process step response. In this method, the features of the
normalized fractional-order model were analyzed and formu-
lated by four defined characteristic functions based on the step
responses. Two identification schemes were proposed based
on time scaling analysis. Scheme one utilized three exact
points on the step response of the process to calculate model
parameters directly, and the other scheme employed optimal
searching method to adjust the fractional order for the best
model parameters. Simulation results show that the proposed
two identification schemes were both applicable to any stable
complex process, such as higher-order, under-damped/over-
damped, and minimum-phase/nonminimum-phase processes.

To design a PID controller, an optimal tuning method was
proposed for the delay fractional-order model. The require-
ments on the stability margins and negative feedback were
formulated by RPC and IPC, which were implemented by
trigonometric inequalities on the phase variable. With the basic
variables (¢, wy,7), an explicit PID was derived without any
tedious computation, as well as the achieving of gain margins.
Under the constraints of PRC and IPC, an optimal controller
was obtained by the minimization of ITAE index.
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Finally, the proposed method is applied to the Titanium
billet heating process. Step responses of the real process were
obtained and used to identify fractional-order models for three
heating areas. Regarding the identified model, optimal PID
controller was designed for each heating area. The application
results illustrated the effectiveness of the proposed method.
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