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OPTIMALLY DESIGNED PARSIMONIOUS 
REPETITIVE LEARNING COMPENSATOR 
FOR HARD DISC DRIVES HAVING HIGH 

TRACK DENSITY 

CROSS-REFERENCE TO RELATED 
APPLICATION 

This application claims priority of Provisional Applica 
tion No. 60/184932 filed Feb. 25, 2000 by YangOuan Chen, 
MingZhong Ding, LinCheng Xiu, Kiankeong Ooi and 
Lee Ling Tan, for “Optimally Designed Parsimonious 
Repetitive Learning Compensator For Hard Disk Drives 
Having High Track Density'. 

FIELD OF THE INVENTION 

This invention relates to servo control systems for disc 
drives, and particularly to repetitive learning compensators 
(RPCs) for disc drive servo systems. 

BACKGROUND OF THE INVENTION 

Accurate positioning of a read/write head relative to a disc 
medium is crucial to the operation of disc drive Systems. To 
reliably read data from or write data to the disc Surface, the 
read and write transducers of the head must be positioned 
precisely over the center of the track of the media Surface 
from which data is read or on which data is written. A servo 
System operates the actuator arm assembly on which the 
head is mounted to position the head relative to the track So 
the read or write transducer, as the case may be, is centered 
on the track. Failure to accurately position the read/write 
head over the desired track during a read operation may 
result in unreliable data retrieval. Improper positioning of 
the read/write head during a write operation may result in the 
loSS of the data being written, and in overwriting and 
destroying data on adjacent trackS. 
A growing need for more data Storage capacity has 

resulted in increased track density, thus increasing the num 
ber of tracks per radial inch (TPI) on the disc. As track 
density increases, the track width decreases, requiring head 
positioning to be even more accurate. Consequently, the 
Servo System must be designed for highly precise head 
position control. 

There are many control Schemes used in Servo Systems of 
hard disc drives. Most disc drives employ a proportional 
integral-derivative (PID) or state-feedback (SFB) controller 
for major control operations. To enhance the Servo 
performance, adaptive and robust Schemes are also used as 
feedforward loops. Examples of Servo Systems employing 
feedforward loops include model reference control, adaptive 
feedforward cancellation (AFC), proximate time optimal 
servomechanism (PTOS), iterative learning control (ILC), 
command shaping, repetitive learning compensators (RLC), 
and others. 

Repetitive learning compensators (also called “repetitive 
learning controllers” or “RLCs”) are implemented in code to 
reject repetitive disturbances, Such as repeatable runout 
(RRO). Examples of sources of RRO include disturbances 
associated with the spindle motor, and written-in RRO 
which is a Special repetitive disturbance having a funda 
mental frequency equal to the Spindle frequency. 
Some RLCs employ a positive feedback of the output of 

a delay line to form a filter that cancels the repeatable 
disturbances at frequencies which are integer multiples 
(harmonics) of a fundamental frequency fo that is based on 
the disc rotation. More particularly, for a drive Spindle motor 

15 

25 

35 

40 

45 

50 

55 

60 

65 

2 
Speed of RPM, the fundamental frequency fo is equal to 
RPM/60. Typically the filter is a digital filter-in-the form of 
a memory buffer, the length of which is based on a ratio of 
a Sample frequency f. and the fundamental frequency f. 
Most RLCs employ a comb filter, which exhibits an infinite 
number of Spikes or comb teeth to amplify signals at 
frequencies that are multiples (harmonics) of the fundamen 
tal frequency. In a feedback control System, this Selective 
Signal amplification at Specified frequencies can be used to 
attenuate disturbances at harmonics of the fundamental 
frequency. Consequently, a high-gain control is achieved at 
these frequencies. 

In hard disc drive Servo controls, it is often necessary to 
cancel multiple harmonics of the Spindle motor. 
Consequently, not only must the fundamental harmonic (1x) 
be cancelled, but also 2x, 3x, 4x and So on. The adaptive 
feedforward compensation (AFC) can Selectively cancel the 
RRO of different harmonic frequencies, for example, 1x, 3x, 
5x etc., but the AFC is computationally more complex and 
expensive to implement. The RLC, on the other hand, is 
relatively simple to implement. 

FIG. 1 illustrates one form of repetitive learning compen 
sator (RLC) according to the prior art. Plant 80 is driven by 
a Servo Signal r and is Subject to external repetitive distur 
bances. In a disc drive, plant 80 is the actuator assembly that 
includes an actuator arm driven by a voice coil motor to 
position a read/write head relative to the disc medium. The 
read/write head reads data from the disc and returns infor 
mation concerning track positioning to Summing node 81 
where it modifies the input Servo Signal. A general filter 82 
contains a low pass filter, known as Q-filter, and a memory 
buffer. The Q-filter provides a response Q(z) to shape the 
ideal internal model G(Z), where 

1 - 3-N 

The memory buffer has a length N equal to the number of 
Servo Sectors on a track on the disc medium. More 
particularly, the Sample frequency fs is the fundamental 
frequency fo multiplied by the number n of Servo Sectors on 
the disc track, fs=nfo, So N=n. 

Feedback controller 84 provides a response C(z). In the 
control System shown in FIG. 1, the input Signal, as modified 
by the signal from the head in plant 80, is applied to filter 82 
and is summed with the output from filter 82 at Summing 
node 83 for input to feedback controller 84. In other forms 
of RLCs, the output of Summing node 83 is coupled to the 
input to filter 82 to form a loop with filter 82, so that the filter 
input comprises the modified input signal Summed with the 
filter output. In either case, filter 82 samples a modified input 
Signal over a Sampling period T based on the number of 
embedded Servo Sectors in a track. The shaped internal 
model of filter 82 is 

G(x) = 1 or v. 

In practice, the Q-filter in block 82 is used to restrict the 
bandwidth of the RLC because the maximal frequency of 
interest is far lower than the Nyquest frequency f, which is 
half of the sampling frequency f. 

In FIG. 1, filter 82 is placed before feedback controller 84. 
The RLC may also implemented as shown in FIG. 2 with 
Summing node 83 after the feedback controller 84. The 
internal models of the RLC of FIGS. 1 and 2 are similar. 
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Plant 80 is subject to external repetitive disturbances 
known as torque level disturbance denoted by d and posi 
tional level denoted by dp. The RLC has a filter transfer 
function of H(z) determined by analyzing the RLC stabil 
ity condition using the plant model. Considering the torque 
level repetitive disturbance d. and the positional level 
repetitive disturbance dp, the feedback controller 84 can be 
designed independently of the RLC. The RLC is employed 
to enhance the control performance of rejecting repetitive 
disturbances. 

The ability of the RLC to reject disturbances is charac 
terized by a disturbance rejection transfer function G(Z) 
and a sensitivity function S(z'). These are given by 

G(x) = 1 

and 

S(x) = 2 = 1 = 1 - T(z), 2 

where T(z) is the complementary sensitivity function. In a 
nominal closed loop System, 

C(3)P,(: ) 3) Y - 1 - -l C. p. 1) = Tr(3 ) = 1 - S (3'). 

Consequently, the output, y, of the filter shown in FIG. 2 can 
be represented as 

Pai + de 4 
y = 1 . Cpl. G.P. 

where Y is the RLC gain. Therefore, 

six H(; ). 

The stability condition of the RLC is modeled in FIG. 3 
applying the small gain theorem with IQ(z)Z's 1, where 
Woos2.it?. Consequently, RLC stability condition may be 
expressed as 

where Woos2.it?, and z=e'?. 
If the Q-filter in block 82 is set to 1, it is not practical to 

satisfy the RLC stability condition. The Q-filter makes the 
RLC more robust at the cost of reducing the ability to reject 
higher harmonics above the cut-off frequency of Q-filter, 
which is usually a low-pass filter. 

The filter transfer function H(z) also plays an important 
role in RLC Stability. Therefore, the major task in designing 
an RLC is to determine the transfer function H(z'). A 
conventional approach is to make H(z)-G, (z). This 
is done in Zero phase error tracking controllers by inverting 
the stably-invertable part of G, while maintaining the DC 
gain unchanged. However, this approach is quite model 
involved and the feedback controller 84 may need to be 
re-designed accordingly. 

There are numerous problems in designing conventional 
RLCS. More particularly, the feedback controller should not 
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4 
be altered, and nominal performance in the absence of 
disturbances should be preserved. In many cases, N may be 
too large to be applicable in time-critical and memory 
critical applications. The filter transfer function design H(Z 
1) is heavily dependent on the plant model information. The 
Q-filter may introduce peaking frequency drift from the 
ideal harmonic frequencies. This means that the disturbance 
attenuation at the ideal harmonic frequencies may signifi 
cantly worsen. The present invention provides a Solution to 
these and other problems, and offers other advantages over 
the prior art. 

SUMMARY OF THE INVENTION 

According to the present invention, a repetitive learning 
compensator is provided for a disc drive Servo System. The 
repetitive learning compensator includes a memory buffer 
having a length N/m where N is the number of servo sectors 
in a track on the disc Storage medium and m is an integer 
greater than one representing a parsing factor. A down 
Sampler Samples the Servo Signal, as modified by position 
error Signals from the disc drive head, and Supplies Samples 
of the modified Servo Signal to the repetitive learning 
compensator at a frequency of f/m, where f is a Sampling 
frequency based on N and a fundamental frequency fo 
asSociated with rotation of the disc medium. An up Sampler 
Supplies filtered signals from the repetitive learning com 
pensator to the actuator assembly at the Sampling frequency 
f 

In preferred embodiments of the invention, the repetitive 
learning compensator is tuned with a phase advance repre 
Sented by N. and a cutoff frequency f. N. and f are 
Selected as a pair that provides the greatest transfer function 
magnitude for the repetitive learning compensator. 

In preferred forms of the repetitive learning compensator, 
the Q-filter of the repetitive learning compensator is further 
tuned to a learning gain Y and with a phase change for 
position error represented by N. Y and N" are selected 
empirically from plotted Stability regions associated with 
pluralities of Y and N'. 

Another aspect of the invention is a process of attenuating 
error Signals in a Servo Signal recovered from Servo Sectors 
on a storage medium at a Sample frequency f. The servo 
Signal is down-sampled at a frequency equal to fe/m, where 
m is a parsing factor greater than 1, N is the number of Servo 
Sectors on a track on the Storage medium, and N/m is an 
integer. The down-Sampled Servo Signal is filtered using a 
memory buffer having a length of N/m bits to attenuate error 
Signals in the Servo Signal. The filtered Servo Signal is then 
up-sampled to the Sample frequency f. 

In other preferred embodiments, the values of m, N and 
N" are selected as 1.<ms 4, 1sNs 4 and 1sN's4. 

Another aspect of the invention is in a process of design 
ing an optimal repetitive learning compensator for a Servo 
control of a disc drive. The number N of servo Sectors in a 
track on the disc medium of the disc drive is identified, and 
a frequency is identified based on the rotational Speed of the 
Storage medium. A parsing factor m is Selected, where m is 
greater than 1 and N/m is an integer. A memory buffer 
having a length equal to N/m is tuned by Selecting a plurality 
of phase change integers N that operate on the repetitive 
learning compensator to alter its phase. The optimal cutoff 
frequency f. for the repetitive learning compensator is 
identified for each N. Each pair, consisting of a phase 
change integer and corresponding optimal cutoff frequency, 
tunes the repetitive learning compensator to produce a 
transfer function. The repetitive learning compensator is 
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tuned using the one phase change integer and its correspond 
ing optimal cutoff frequency that produce the greatest trans 
fer function magnitude. 

In accordance with preferred embodiments of this form of 
the invention, the Servo System is responsive to position 
error Signals from the actuator assembly to Supply modified 
Servo Signals to the repetitive learning compensator. The 
repetitive learning compensator is further tuned by Selecting 
a plurality of position error phase change integers N' asso 
ciated with the position error Signals. A plurality of learning 
gains Y are Selected for the repetitive learning compensator, 
and a plurality of Stability curves are plotted for the repeti 
tive learning compensator based on the Selected pluralities 
of position error phase change integers and learning gains. 
The repetitive learning compensator is further tuned with the 
position error phase change integer and the learning gain 
asSociated with the one curve having the largest Stability 
region. 

Other features and benefits that characterize the present 
invention will be apparent upon reading the following 
detailed description and review of the associated drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIGS. 1-3 are schematic diagrams of models of repetitive 
learning controls found in the prior art. 

FIG. 4 is a perspective view of a disc drive in which 
aspects of the present invention may be practiced. 

FIG. 5 is a schematic diagram of a model of a repetitive 
learning compensator according to the present invention. 

FIG. 6 is a diagram of a model of the stability condition 
of the repetitive learning compensator shown in FIG. 5. 

FIG. 7 is a graph illustrating the effect of different 
memory buffer sizes for the repetitive learning compensator 
of FIG. 5. 

FIGS. 8 and 9 are graphs illustrating the optimizing of 
certain parameters of the repetitive learning compensator 
shown in FIG. 5. 

FIG. 10 is a flow diagram illustrating the process of 
designing a repetitive learning compensator according to the 
present invention. 

DETAILED DESCRIPTION OF ILLUSTRATIVE 
EMBODIMENTS 

FIG. 4 is a perspective view of a disc drive 100 in which 
the present invention is useful. Disc drive 100 includes a 
housing with a base 102 and a top cover (not shown). Disc 
drive 100 further includes a disc pack 106, which is mounted 
on a spindle motor (not shown), by a disc clamp 108. Disc 
pack 106 includes a plurality of individual discs 107, which 
are mounted for co-rotation about central axis 109. Each disc 
Surface has an associated disc head-slider 110 that is 
mounted to disc drive 100 for communication with the 
confronting disc Surface. Head-slider 110 includes a slider 
Structure arranged to fly above the associated disc Surface of 
an individual disc of disc pack 106, and a transducing head 
111 arranged to write data to, and read data from, concentric 
tracks on the confronting disc Surface. In the example shown 
in FIG. 4, head-sliders 110 are supported by suspensions 112 
which are in turn attached to track accessing arms 114 of an 
actuator 116. Actuator 116 is driven by a voice coil motor 
(VCM) 118 to rotate the actuator, and its attached heads 110, 
about a pivot shaft 120. Rotation of actuator 116 moves the 
heads along an arcuate path 122 to position the heads over 
a desired data track between a disc inner diameter 124 and 
a disc outer diameter 126. Voice coil motor 118 is driven by 
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6 
servo electronics included on circuit board 130 based on 
Signals generated by the heads of head-sliders 110 and a host 
computer (not shown). Read and write electronics are also 
included on circuit board 130 to supply signals to the host 
computer based on data read from disc pack 106 by the read 
heads of head-sliders 110, and to supply write signals to the 
write head of head-sliders 110 to write data to the discs. 
The present invention is directed to a robust repetitive 

learning compensator (RLC) in the servo electronics 
included on circuit board 130. The RLC of the present 
invention addresses the repetitive disturbances, and particu 
larly the repeatable runout (RRO). 

FIG. 5 illustrates an RLC according to one embodiment of 
the present invention. The RLC includes a learning filter 86 
placed before feedback controller 84. The error signal is first 
down-sampled by Sampler 88 at a Sampling frequency of 
f/m, where m is a parsing factor. Hence, down-sampler 88 
Samples the error Signal at a Sampling frequency that is 
reduced from the Sample frequency f. of the Servo System by 
a factor based on the parsing factorm. The Signal is applied 
to learning 86 and to zero-phase filter 90 and up-sampled at 
92 by the same parsing factor m, So the Signal applied to the 
feedback controller 84 is at the servo Sample frequency f. 
The up-Sampling block 92 may be any general form of 

holder to convert the Sampling frequency of f/m to f, but 
a zeroth-order or first-order holder are most preferred. Other 
general-order holders can be employed for up-Sampling, but 
the benefit gained may be limited. 
As previously described, learning filter 86 includes a 

Q-filter and a memory buffer that serves as a delay line to 
provide positive feedback. In the prior art, the size (bit 
length) of the memory buffer was set to N and was directly 
proportional to the Sample frequency f. that was applied to 
the filter. In the present invention, the reduction of the 
Sample frequency to f/m permits the size of the memory 
buffer to be reduced to N/m. It will be appreciated that N is 
an integer number (equal to the number of servo Sectors on 
a track of the disc medium) and that N/m is also an integer 
number (representing the number of bit positions in the 
memory buffer of filter 86). Consequently, m is an integer 
greater than 1 that is divisible into N to produce an integer 
result. For example, for a disc drive having 144 Servo Sectors 
on each track, m could be 1.5, 2, 3, 4.5, 5, etc. In any case, 
the size of the memory buffer is reduced. Since buffer size 
is a limiting factor on the Speed of operation of the RLC, 
reduction of the memory buffer increases the speed of the 
RLC. 

As described above, prior art filter 82 (FIGS. 1 and 2) is 
modeled as 

where N is based on the sample frequency. Learning filter 86 
of the present invention is modeled as 

p 

O(1):Nin-NPAN 
1 - Q(3-1):Nim:NPA 

where N is a phase advance to correct drift of the harmonic 
frequencies of the fundamental frequency, N' is a phase 
advance for the position error Signal, and N/m is the size of 
the memory buffer (m being the parsing factor). The repeti 
tive learning compensator of the present invention is char 
acterized as a parSimonious repetitive learning compensator 
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(PRLC), whose degree of parsimonious is based on the 
parsing factorm. There are four tuning knobs for Stabilizing 
the PRLC. FIG. 6 is a model of the stability of the PRLC 
applying the Small gain theorem. 
One tuning knob for filter 86 is the adjustment of the 

learning gain Y to adjust the disturbance rejection capability. 
More particularly, a larger gain Y will increase the comb 
teeth to reject Selected frequencies. A Second tuning knob is 
the adjustment of the phase advance for phase error N'. A 
third tuning knob is the adjustment of the Sensitivity func 
tion S(z). The sensitivity function is a tuning knob because 
different degrees of parsimoniousness (different parsing 
factors m) results in different equivalent Sensitivity functions 
S(z). The fourth tuning knob is the smoothing filter 90 and 
the adjustment of H(zi,z). 

The Q-filter in learning filter 86 is an important tuning 
knob but is fixed to minimize a “fundamental frequency 
drift” problem using the phase advance N to correct the 
peak frequency drift. Therefore, learning filter 86 and N. 
are not considered as tuning knobs for the PRLC stability 
tuning. 

The fundamental frequency drifts as the order of harmon 
ics goes higher. Additionally, as the parsing factor increases, 
increased drifting of the fundamental frequency has been 
observed. Considering a disc drive having 144 Sectors and a 
sampling frequency of 12970 Hz. The fundamental fre 
quency is 12970/144=90.0694 Hz. If the sampling factorm 
is four (4xdegree of parSimoniousness), then the actual 
memory size is reduced by four (144/4=36). FIG. 7 is a 
graph illustrating the effect of various Sampling factors m, 
with H(zi,z)=1, N'-0 and Ne=0 and a cutoff frequency f. 
of 1.6 KHZ. Peak frequencies for various harmonics were 
measured for different Sampling factors m from the bode 
plots. The frequencies at the peaks should be close to the 
ideal harmonic frequencies: 90.0694 Hz, 180.1389 Hz, 
270.2083 Hz, 360.2778 Hz, 450.3472 Hz, 540.4167 Hz, and 
630.4861 Hz. As shown in FIG. 7, drifts were observed, and 
were observed to increase as the order of harmonics 
increases. Moreover, drift increases as the degree of parsi 
moniousness (parsing factor m) increases. More particularly 
curve 150 shows peak frequency drift at harmonics one 
through seven where m=1 (without reduction of the sample 
frequency). Curve 150 shows peak frequency drift from the 
ideal harmonic frequencies between about 0.0 Hz (at the 
fundamental frequency, or first harmonic) to about 7.5 Hz at 
the Seventh harmonic. With m=2, (Sample frequency 
reduced by 2) curve 152 shown the drift between about 1.0 
HZ and 15.3 Hz. With m=4, (sample frequency reduced by 
4) curve 154 shows the drift between about 3 and 29 Hz. 
With m=8, (sample frequency reduced by 8) the drift was 
between about 6 and 35 Hz to the fifth harmonic, as shown 
by curve 156. 

The graph of FIG. 7 is based on use of a zeroth order 
holder. It was found that use of first order holders did not 
materially improve drift. Therefore, it is speculated that 
increasing the order of the holder will not materially 
improve drift. 

Equation 4 demonstrates that the transfer function of the 
RLC has peaks centered on the harmonic frequencies of the 
fundamental frequency. However, these peaks behave dif 
ferently for different cutoff frequencies (f) and different 
phase advances (N) for correction of the drift of the 
fundamental frequency harmonics. Consequently, the goal is 
to identify the best pair of f and N to maximize perfor 
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Max Joe, NPA) =X|G(jo, oe, NPA), 
twc, NPA k=1 

where Mo is the integer number of harmonics concerned and 
(p=2 (f. Normally, the optimization of f and N can be 
achieved where 6s Ms 10. The optimum values for f. and 
Nea can be found by plotting J(c), NA) against frequency 
for different values of N. More particularly, for each value 
of N, a Searching algorithm identifies an optimal cutoff 
frequency f. 

For the disc drive example described above, the graph of 
FIG. 8 plots the values of J(co, N) (to a maximum of 10) 
against cutoff frequency f. for values of N of 0 (curve 
158), +1 (curve 160), +2 (curve 162), +3 (curve 164) and +4 
(curve 166). FIG. 9 is a graph of the same plots as in FIG. 
8, with the ordinate expanded to 8x10". As shown by curve 
124 in FIGS. 8 and 9, a significant peak of 75369.6 in the 
value of J(co, N) in the N=1 curve at f=1914.98 Hz. 
Additional curves representing measurements taken for N 
equal to -1 and -2 (where they represent phase delays, 
rather than phase advancement) are not shown. In both cases 
of a negative value of N, the plot results showed worse 
values for J(co, N) within reasonable values of the cutoff 
frequency f. The results of FIGS. 8 and 9 are summarized 
in Table 1. Table 2 Summarizes the results for different RLC 
gains Y and phase advances N'. 

TABLE 1. 

NPA f Q-filter Q-filter a, b, 

(steps) J(le, NPA) (Hz) a1 b1 O16 O14 

2 4860.34 1012.72 O.2OO2 O.5996 1312O 9824 
1. 75369.6 191498 0.3334 0.3331. 21850 5.458 
3 10O8.28 683.476 O.1432 O.7137 93.85 11693 
4 339.95 515.137 0.1114 O.7771 7301 12732 

TABLE 2 

y N f. (Hz) J(Oc.NPA) 

O.25 1. 1914.98 75369.6 
0.5 1. 1914.99 29991O 
O.75 1. 1914.99 673626 
O.25 O 1914.99 75376.3 
0.5 O 1914.99 299923 
O.75 O 1914.99 673646 
O.25 2 1914.97 75.357 
0.5 2 1914.98 299885 
O.75 2 1914.99 673589 

When N is 0, frequency drift gets better by increasing 
f. While it would seem that with N=0, f should be set 
very high to achieve an optimal value for J(co,N). 
However, the Q-filter is a low pass filter and cannot have a 
high cutoff frequency. When N is 1, there is a large peak 
corresponds to an optimal f. When N is set to 2 or 3, a 
peak exists with a corresponding optimal f, but the peak is 
much Smaller than the case when N is 1. This means the 
optimal choice of N is 1, and its corresponding optimal 
cutoff frequency f. is 1914.98 Hz. A negative N, i.e. a 
phase delay rather than a phase advance, is clearly not 
optimal. 
The phase advance for position error Signals (N') and 

learning gain Y are Selected empirically from Bode charts 
based on various combinations of integer values of N' and 
gain values for Y. Typically, the empirical Selection of N' and 
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Y is accomplished from a small number of Bode plots. More 
particularly, Small gains tend to reduce the comb peak values 
of filter 86 thereby reducing attenuation of noise due to 
repeatable runout. Consequently, the learning gain Y should 
be as close to unity as practical. Likewise, in most cases the 
number of selections of candidate values for N' is Small, 
usually 1sN's 4. Consequently, the empirical Selection of 
N" and Y is readily accomplished without large numbers of 
Bode plots. For example, there are only four choices for N' 
where 1sN's4. If there are three choices for Y (e.g., if Y is 
1.0, 0.75 and 0.50), the total number of Bode plots is a 
manageable twelve. 
The several Bode plots (twelve in the example) are 

compared to identify the Bode chart providing the largest 
stability region. The values of N' and Y associated with the 
identified Bode chart are selected for tuning the filter. While 
the present invention employs Bode plots for identifying 
transfer functions and other characteristics of the PRLC, 
other techniques may be employed, Such as error transfer 
function and 1+PC. 

The value of m may be verified by fitting measured 
frequency response data to a discrete-time model using the 
original Sampling frequency f. The discrete-time model is 
converted to a continuous-time model using the original 
Sampling frequency f. The continuous-time model is then 
converted to a discrete-time model at a new Sampling 
frequency that is one-half the original Sampling frequency 
f/2. The frequency response of the new Sensitivity function 
is then reviewed to Verify the optimally chosen parameters. 

FIG. 10 is a flow diagram illustrating a process for tuning 
learning filter 86 (FIG. 4). The values of N and f are 
identified at step 170 based on the disc drive for which the 
parSimonious repetitive learning compensator is to operated. 
More particularly, N is the number of Servo Sectors in a track 
on the disc, and f is the fundamental frequency of the 
spindle motor of the disc drive. At step 172, a maximum 
value Nea is selected as the maximum integer for Nea. 
An Value for m is Selected that is greater than 1 and N/m is 
an integer. The System is initialized by Setting N to 0. The 
process commences at step 174 by incrementing Nea 1 
(which, in the first iteration of the process sets N to 1). At 
step 176, the optimum cutoff frequency f. is identified for 
the N value under test. At Step 178, if the N value equal 
the maximum value Neal, the process continues to step 
180. If at step 178, the N value has not reached the 
maximum value, the proceSS loops back to Step 174 to 
increment the value of N and identify an optimum cutoff 
frequency f. associated with the new value of N. The 
proceSS continues looping and identifying optimum cutoff 
frequencies f for each N value until the maximum value 
Neal is reached at Step 178. 
At Step 180, the N value and the associated optimum 

cutoff frequency f. that operated the learning filter to the 
maximum transfer function are Selected and the learning 
filter is tuned with the Selected N value and optimum 
cutoff frequency f. 
At step 182, the filter is tuned with various values of for 

the phase advance for the position error Signal N' and the 
learning gain Y. More particularly, integer values of N' are 
selected between 1 and 4 (1sN's 4) and values of the 
learning gain are selected (e.g., 1.0, 0.75, 0.50). Bode plots 
are made (at least electronically) of the stability of the filter 
for various combinations of N' and Y at the regions of 
stability for each of the Bode plots are examined. At step 
184, the values of N' and Y that produced the Bode plot with 
the largest region of Stability are Selected and the tuning of 
the filter is adjusted. At step 186, the filter may be re-tested 
to verify the value of m. 
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The present invention provides for the design of a parsi 

monious repetitive learning compensator for a disc drive 
having a known Sampling frequency f, Spindle or funda 
mental frequency fo, and Bode plot. To perform a design 
according to the present invention the length N/m of the 
memory buffer in learning filter 86 is selected, where N is 
the traditional length and m is the parsing factor for the 
degree of parSimoniousness. The optimal phase advance, 
N, and the optimal cutoff frequency, f, of the Q-filter are 
Selected by identifying the maximum transfer function J(co, 
N) for the Q-filter achieved by pairs of N and f. The 
learning gain, Y, and additional phase advance, N', of the 
position error Signal are Selected empirically. The Zero phase 
smoothing filter 90 is designed to increase robustness. 

Only minimal knowledge is required for design of filters 
according to the present invention, and the design process 
minimizes the use of models. Only one learning gain Y needs 
to be designed. Moreover, the parsing factorm Sets a degree 
of parSimonious for the repetitive learning compensator 
thereby reducing memory size and computational cost by a 
factor of m. 
While the Q-filter introduces peak frequency drift, a phase 

advance (N) is employed to correct the peak frequency 
drift. The phase advance is Selected by identifying the one 
optimal cutoff frequency f of the Q-filter for each candidate 
phase advance, and finding the pair of phase advance N. 
and cutoff frequency f. that maximizes the spectrum energy 
at the ideal harmonic frequencies. 
The invention also increaseS robustness of the repetitive 

learning compensator by introducing an additional phase 
advance (N) for the error Signal. The Zero-phase Smoothing 
filter 90 and a zeroth- or first-order holder in the up-sampler 
92 further improve performance. 

Stated alternatively, the present invention provides a 
repetitive learning compensator (FIG. 5) for the servo sys 
tem of disc drive 100. Disc drive 100 has a rotatable storage 
medium 106 that is rotated by a motor having a frequency 
of rotation f. Disc drive 100 also includes an actuator 
System 116 operated by the Servo System for positioning a 
head 111 relative to the storage medium 106. The storage 
medium contains a plurality of concentric tracks each con 
taining N Servo Sectors. The Servo System is responsive to 
position error Signals from head 111 to modify Servo Signals 
r based on a position of the head relative to the Storage 
medium. The repetitive learning compensator includes a 
learning filter 86 having a memory buffer having a length 
N/m where m is a number greater than 1 representing a 
parsing factor and N/m is an integer. Down Sampler 88 
Supplies the modified Servo Signals to learning filter 86 at a 
frequency of f/m, where f is the Sampling frequency. Up 
Sampler 92 Supplies filtered the Signals to Voice coil motor 
118 of actuator assembly 116 at the sampling frequency f. 
The invention also provides for attenuating of error Sig 

nals in a servo Signal recovered from Servo Sectors in tracks 
on Storage medium 106, the tracks having N Servo Sectors. 
The servo Signal is recovered at a Sample frequency f. The 
Servo Signal is down-sampled by down-sampler 88 at a 
frequency equal to fe/m, where m is a parsing factor greater 
than 1 and N/m is an integer. The down-sampled Servo Signal 
is filtered with a memory buffer 86 having a length of N/m 
bits to attenuate error Signals in the Servo Signal. The filtered 
Servo Signal is up-sampled by up Sampler 92 to the Sample 
frequency f. 
The invention also provides a process for designing the 

repetitive learning compensator of FIG. 5 for a servo control 
of disc drive 100. The number of servo Sectors N in a track 
of the disc drive is identified. A parsing factor is Selected as 
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a number m greater than 1. The memory buffer of learning 
filter 86 has a length equal to N/m, where N/m is an integer. 
Learning filter 86 is tuned by Selecting a plurality of phase 
change integers N that operate to alter a phase of the 
memory buffer. An optimal cutoff frequency f. for the 
Q-filter is identified for each N. The learning filter is tuned 
with the phase change integer and corresponding optimal 
cutoff frequency producing the greatest transfer function 
amplitude at the harmonic frequencies for the learning filter. 
Preferably, a plurality of position error phase change inte 
gers N' associated with the position error Signals and a 
plurality of learning gains Y for the learning filter are 
selected. A plurality of stability curves are plotted for the 
Q-filter based on the selected pluralities of position error 
phase change integers and learning gains. Learning filter 86 
is tuned with the position error phase change integer and the 
learning gain associated with the curve having the largest 
Stability region. 

Although the present invention has been described with 
reference to Servo Systems for disc drives, those skilled in 
the art will recognize that the present invention may be 
practiced with other Systems employing filter controls hav 
ing repeatable runout. 

It is to be understood that even though numerous char 
acteristics and advantages of various embodiments of the 
present invention have been Set forth in the foregoing 
description, together with details of the Structure and func 
tion of various embodiments of the invention, this disclosure 
is illustrative only, and changes may be made in details, 
especially in matters of Structure and arrangement of parts 
within the principles of the present invention to the full 
extent indicated by the broad general meaning of the terms 
in which the appended claims are expressed. For example, 
particular elements may vary depending on the particular 
application for the parSimonious repetitive learning com 
pensator while maintaining Substantially the same function 
ality without departing from the Scope and Spirit of the 
present invention. Thus, while the invention is described in 
connection with the use of Bode plots to perform Some 
aspects of the process, the process of might be accomplished 
using other techniques, Such as error transfer function and 
1+PC. Moreover, while the invention is described in con 
nection with physical plots and graphs, those skilled in the 
art will recognize that electronic simulations and computer 
assisted design procedures may be employed. In addition, 
although the invention is described herein is directed to 
rotatable disc drives, it will be appreciated by those skilled 
in the art that the teachings of the present invention can be 
applied to linear devices, including tape drives, where 
repeatable runout exists, without departing from the Scope 
and Spirit of the invention. 
What is claimed is: 
1. A Servo System for a disc drive having a Storage 

medium and an actuator assembly positioning a head rela 
tive to the Storage medium, the Servo System comprising: 

a Servo feedback loop for applying Servo Signals to the 
actuator assembly and for modifying the Servo Signals 
based on a position of the head; and 

means responsive to the modified Servo Signals for attenu 
ating repeatable runout error Signals in the modified 
Servo Signals. 

2. The servo system of claim 1, wherein the means for 
attenuating error Signals comprises a parSimonious repeti 
tive learning compensator. 

3. The Servo System of claim 2, wherein the parSimonious 
repetitive learning compensator includes: 

a memory buffer having a length N/m where N is an 
integer number of Servo Sectors in a track on the Storage 
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medium and m is a number greater than 1 representing 
a parsing factor So that N/m is an integer. 

4. The servo system of claim 3, wherein the repetitive 
learning compensator is tuned with a phase change repre 
Sented by N. and a cutoff frequency f, N and f being 
Selected as a pair providing a greatest transfer function 
magnitude for the repetitive learning compensator. 

5. The servo system of claim 4, wherein the repetitive 
learning compensator is further tuned to a learning gain Y 
and with a phase change for position error represented by N', 
and Y and N' are selected empirically from plotted stability 
regions associated with pluralities of Y and N'. 

6. The servo system of claim 5, wherein 1<ms 4, 
1sN-4 and 1sN's 4. 

7. The servo system of claim 3, wherein the parsimonious 
repetitive learning compensator further includes: 

a down Sampler for Supplying the modified Servo Signals 
to the repetitive learning compensator at a frequency of 
f/m, where f is a sampling frequency based on move 
ment of the Storage medium; and 

an up Sampler for Supplying filtered Signals from the 
repetitive learning compensator to the actuator assem 
bly at the Sampling frequency f. 

8. A repetitive learning compensator for a Servo System of 
a disc drive having a rotatable Storage medium that is rotated 
by a motor having a frequency of rotation f and an actuator 
System operated by the Servo System for positioning a head 
relative to the Storage medium, the Storage medium con 
taining a plurality of concentric tracks each containing N 
Servo Sectors, the Servo System being responsive to position 
error Signals from the head to modify Servo Signals based on 
a position of the head relative to the Storage medium, the 
repetitive learning compensator comprising: 

a memory buffer having a length N/m where m is a 
number greater than 1 representing a parsing factor and 
N/m is an integer, 

a down Sampler for Supplying the modified Servo Signals 
to the repetitive learning compensator at a frequency of 
f/m, where f is a Sampling frequency based on fo, and 

an up Sampler for Supplying filtered Signals from the 
repetitive learning compensator to the actuator assem 
bly at the Sampling frequency f. 

9. The repetitive learning compensator of claim 8, 
wherein the repetitive learning compensator is further tuned 
to a learning gain Y and with a phase change for position 
error represented by N', and Y and N" are selected empirically 
from plotted Stability regions associated with pluralities of Y 
and N'. 

10. The repetitive learning compensator of claim 8, 
wherein the repetitive learning compensator is tuned with a 
phase advance represented by N. and a cutoff frequency f, 
where N and f are Selected as a pair to provide a greatest 
transfer function magnitude for the repetitive learning com 
pensator. 

11. The repetitive learning compensator of claim 8, 
wherein 1<ms 4 and 1SNS4. 

12. A process of attenuating error Signals in a Servo Signal 
recovered from Servo Sectors on a Storage medium at a 
Sample frequency f, the Storage medium having at least one 
recording track having N servo Sectors, the process com 
prising Steps of: 

(a) down-sampling the Servo signal at a frequency equal 
to fe/m, where m is a parsing factor greater than 1 and 
N/m is an integer, 

(b) digitally filtering the down-sampled servo signal with 
a memory buffer having a length of N/m bits to 
attenuate error Signals in the Servo Signal; and 
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(c) up-sampling the filtered servo signal to the sample 
frequency f. 

13. The process of claim 12, wherein an actuator assembly 
is responsive to the Servo Signals to position a head adjacent 
the Storage medium, and the process further includes a step 
of: 

(d) applying the up-sampled servo Signal to the actuator 
assembly. 

14. The process of claim 12, wherein 1<ms4. 
15. A process of designing a repetitive learning compen 

Sator for a servo control of a disc drive having a rotatable 
Storage medium and an actuator assembly positioning a head 
relative to the Storage medium, the Storage medium having 
concentric tracks containing Servo Sectors, the process com 
prising Steps of: 

(a) identifying a number of Servo Sectors N in a track and 
a frequency based on a rate of rotation of the Storage 
medium; 

(b) selecting a number m greater than 1 as a parsing 
factor, and 

(c) providing a memory buffer having a length equal to 
N/m, where N/m is an integer. 

16. The process of claim 15, wherein 1<ms4. 
17. The process of claim 15, wherein the repetitive 

learning compensator further inlcudes a Q-filter and the 
proceSS includes the Step of 

(d) tuning the repetitive learning compensator by per 
forming Steps of 
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(i) Selecting a plurality of phase change integers Nea 

that operate on the repetitive learning compensator to 
alter a phase of the repetitive learning compensator, 

(ii) identifying an optimal cutoff frequency f. for the 
Q-filter for each N, and 

(iii) tuning the Q-filter with the phase change integer 
and corresponding optimal cutoff frequency produc 
ing a greatest transfer function magnitude for the 
repetitive learning compensator. 

18. The process of claim 17, wherein 1sNs 4. 
19. The process of claim 17, wherein the servo system is 

designed to be responsive to position error Signals from the 
actuator assembly to Supply modified Servo Signals to the 
repetitive learning compensator, and step (d) further 
includes, after Step (iii), steps of: 

(iv) Selecting a plurality of position error phase change 
integers N' associated with the position error Signals, 

(v) Selecting a plurality of learning gains Y for the repeti 
tive learning compensator, 

(vi) plotting a plurality of Stability curves for the repeti 
tive learning compensator based on the Selected plu 
ralities of position error phase change integers and 
learning gains, and 

(vi) tuning the repetitive learning compensator with the 
position error phase change integer and the learning 
gain associated with the curve having the largest sta 
bility region. 

20. The process of claim 19, wherein 1sN's 4. 

k k k k k 


