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IFIP - The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the first World
Computer Congress held in Paris the previous year. A federation for societies working
in information processing, IFIP’s aim is two-fold: to support information processing in
the countries of its members and to encourage technology transfer to developing na-
tions. As its mission statement clearly states:

IFIP is the global non-profit federation of societies of ICT professionals that aims
at achieving a worldwide professional and socially responsible development and
application of information and communication technologies.

IFIP is a non-profit-making organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees and working groups, which organize
events and publications. IFIP’s events range from large international open conferences
to working conferences and local seminars.

The flagship event is the IFIP World Computer Congress, at which both invited and
contributed papers are presented. Contributed papers are rigorously refereed and the
rejection rate is high.

As with the Congress, participation in the open conferences is open to all and papers
may be invited or submitted. Again, submitted papers are stringently refereed.

The working conferences are structured differently. They are usually run by a work-
ing group and attendance is generally smaller and occasionally by invitation only. Their
purpose is to create an atmosphere conducive to innovation and development. Referee-
ing is also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP World
Computer Congress and at open conferences are published as conference proceedings,
while the results of the working conferences are often published as collections of se-
lected and edited papers.

IFIP distinguishes three types of institutional membership: Country Representative
Members, Members at Large, and Associate Members. The type of organization that
can apply for membership is a wide variety and includes national or international so-
cieties of individual computer scientists/ICT professionals, associations or federations
of such societies, government institutions/government related organizations, national or
international research institutes or consortia, universities, academies of sciences, com-
panies, national or international associations or federations of companies.

More information about this series at http://www.springer.com/series/6102
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Preface

This volume comprises the proceedings of the Second International Conference on
Intelligence Science (ICIS). Artificial intelligence research has made substantial pro-
gress in special areas. However, deeper understanding of the essence of intelligence is
far from sufficient and, therefore, many state-of-the-art intelligent systems are still not
able to compete with human intelligence. To advance research in artificial intelligence,
it is necessary to investigate intelligence, both artificial and natural, in an interdisci-
plinary context. The objective of this conference is to bring together researchers from
brain science, cognitive science, and artificial intelligence to explore the essence of
intelligence and related technologies. The conference provides a platform for the dis-
cussion of key issues related to intelligence science.

For the Second International Conference on Intelligence Science (ICIS 2017), we
received more than 82 papers, of which 39 papers are included in this program as
regular papers and nine as short papers. We are grateful for the dedicated work of both
the authors and the referees, and we hope these proceedings will continue to bear fruit
over the years to come. All papers submitted were reviewed by three referees.

A conference such as this cannot succeed without help from many individuals who
contribute their valuable time and expertise. We want to express our sincere gratitude to
the Program Committee members and referees, who invested many hours for reviews
and deliberations. They provided detailed and constructive review reports that signif-
icantly improved the papers included in the program.

We are very grateful for the sponsorship of the following organizations: Chinese
Association for Artificial Intelligence (CAAI), IFIP TC12, China Chapter of Interna-
tional Society for Information Studies, Shanghai Maritime University, Shanghai
Society for Noetic Science. The event was co-sponsored by the Shanghai Association
for Science and Technology (SAST), Shanghai Association for Artificial Intelligence
(SAAI), Shanghai Logic Association (SLA), IEEE Shanghai Chapter, and Institute of
Computing Technology, Chinese Academy of Sciences. Thanks to Professor Xiaofeng
Wang for his role as chair of the Organizing Committee.

Finally, we hope you find this volume inspiring and informative.

August 2017 Zhongzhi Shi
Ben Goertzel
Jiali Feng
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Pattern Recognition by the Brain:
Neural Circuit Mechanisms

Mu-ming Poo

Institute of Neuroscience, Chinese Academy of Sciences,
and CAS Center for Excellence in Brain Science and Intelligence Technology

Abstract. The brain acquires the ability of pattern recognition through learning.
Understanding neural circuit mechanisms underlying learning and memory is
thus essential for understanding how the brain recognizes patterns. Much pro-
gress has been made in this area of neuroscience during the past decades. In this
lecture, I will summarize three distinct features of neural circuits that provide the
basis of learning and memory of neural information, and pattern recognition.
First, the architecture of the neural circuits is continuously modified by expe-
rience. This process of experience-induced sculpting (pruning) of connections is
most prominent early in development and decreases gradually to a much more
limited extent in the adult brain. Second, the efficacy of synaptic transmission
could be modified by neural activities associated with experience, in a manner
that depends on the pattern (frequency and timing) of spikes in the pre- and
postsynaptic neurons. This activity-induced circuit alteration in the form of
long-term potentiation (LTP) and long-term depression (LTD) of existing
synaptic connections is the predominant mechanism underlying learning and
memory of the adult brain. Third, learning and memory of information con-
taining multiple modalities, e.g., visual, auditory, and tactile signals, involves
processing of each type of signals by different circuits for different modalities, as
well as binding of processed multimodal signals through mechanisms that
remain to be elucidated. Two potential mechanisms for binding of multimodal
signals will be discussed: binding of signals through converging connections to
circuits specialized for integration of multimodal signals, and binding of signals
through correlated firing of neuronal assemblies that are established in circuits
for processing signals of different modalities. Incorporation of these features into
artificial neural networks may help to achieve more efficient pattern recognition,
especially for recognition of time-varying multimodal signals.



Interactive Granular Computing:
Toward Computing Model for Turing Test

Andrzej Skowron

University of Warsaw and Systems Research Institute PAS
skowron@mimuw.edu.pl

The Turing test, as originally conceived, focused on language and
reasoning; problems of perception and action were conspicuously
absent.
— Ch. L. Ortiz Jr. Why we need a physically
embodied Turing test and what it might look like, Al
Magazine 37(1) 55-62 (2016).

Abstract. We extended Granular Computing (GrC) to Interactive Granular
Computing (IGrC) by introducing complex granules (c-granules or granules, for
short). They are grounded in the physical reality and are responsible for gener-
ation of the information systems (data tables) through interactions with the
physical objects. These information systems are next aggregated as a part of
networks of information systems (decision systems) in the search of relevant
computational building blocks (patterns or classifiers) for initiating actions or
plans or understanding behavioral patterns of swarms of c-granules (in particular,
agents) satisfying the user's needs to a satisfactory degree. Agents performing
computations based on interaction with the physical environment learn rules of
behavior, representing knowledge not known a priori by agents. Numerous tasks
of agents may be classified as control tasks performed by agents aiming at
achieving the high quality computational trajectories relative to the considered
quality measures over the trajectories. Here, e.g., new challenges are related to
developing strategies for predicting and controlling the behavior of agents. We
propose to investigate these challenges using the IGrC framework. The reasoning
used for controlling of computations is based on adaptive judgment. The adaptive
judgment is more than a mixture of reasoning based on deduction, induction and
abduction. IGrC is based on perception of situations in the physical world with
the use of experience. Hence, the theory of judgment has a place not only in logic
but also in psychology and phenomenology. This reasoning deals with c-granules
and computations over them. Due to the uncertainty the agents generally cannot
predict exactly the results of actions (or plans). Moreover, the approximations
of the complex vague concepts, e.g., initiating actions (or plans) are drifting with
time. Hence, adaptive strategies for evolving approximations of concepts are
needed. In particular, the adaptive judgment is very much needed in the efficiency
management of granular computations, carried out by agents, for risk assessment,
risk treatment, and cost/benefit analysis.

Keywords: (Interactive) Granular computing *« Complex granule ¢ Adaptive
judgment ¢ Interaction rule « Rough sets, Adaptive approximation of complex
vague concepts and games * Risk management



Optimal Mass Transportation Theory
Applied for Machine Learning

David Xianfeng Gu

Computer Science Department, State University of New York at Stony Brook,
USA
gu@cs.stonybrook.edu

Abstract. Optimal mass transportation (OMT) theory bridges geometry and
probability, it offers a powerful tool for modeling probability distributions and
measuring the distance between distributions. Recently, the concepts and method
of optimal mass transportation theory have been adapted into the field of Machine
Learning. It interprets the principle of machine learning from different perspec-
tive and points out new direction for improving machine learning algorithms.
This work introduces the fundamental concepts and principles of optimal
mass transportation, explains how to use OMT framework to represent proba-
bility distributions, measure the distance among the distributions, reduce
dimensions, approximate the distributions. In general, the machine learning
principles and characteristics are explained from the point of view of OMT.



Quantifying Your Brain
and Identifying Brain Disease Roots

Jianfeng Feng'~

! Warwick University, UK
2 Fudan University, China

Abstract. With the available data of huge samples for the whole spectrum of
scales both for healthy controls and patients including depression, autism and
schizophrenia etc, we are in the position to quantify human brain activities such
as creativity, happiness, IQ and EQ etc and search the roots of various mental
disorders. With novel machine learning approaches, we first introduced func-
tional entropy and entropy rate of resting state to characterize the dynamic
behaivour of our brain. It is further found that the functional entropy is an
increasing function of age, but a decreasing function of creativity and I1Q. Its
biological mechanisms are explored. With the brain wide associate study
approach, for the first time in the literature we are able to identify the roots of a
few mental disorders. For example, for depression, we found that the most
altered regions are located in the lateral and medial orbitofrontal cortex for
punishment and reward. Follow up rTMS at the lateral orbitofrontal cortex
demonstrated the significant outcomes of the treatments.



Multi-objective Ensemble Learning
and Its Applications

XinYao

Department of Computer Science and Engineering,
Southern University of Science and Technology, Shenzhen, 518055, China
xiny@sustc.edu.cn

Abstract. Multi-objective learning might be a strange concept as some people
thought that the only objective in learning would be to maximise the generali-
sation ability of a learner. What else do you need, one might ask. It turns out that
there are different perspectives and aspects to learning. First, machine learning is
almost always formulated as an optimisation problem by defining a cost func-
tion, an energy function, an error function, or whatever-it-is-called function.
Once this function is defined, the rest is the development (or the direct appli-
cation) of an optimisation algorithm. Interestingly, most of such functions have
more than one term. For example, it is not uncommon for such a function to
include a loss term and a regularisation term, which then have to be balanced by
a parameter (hyper-parameter). Much research work in the literature has been
devoted to the setting and tuning of such a hyper-parameter. However, loss and
regularisation are clearly two conflicting objectives from the perspective of
multi-objective optimisation. Why not treat these two objectives separately so
that we do not have to tune the hyper-parameter? The first part of this talk
explains how this is done [1, 2] and what the potential advantages and disad-
vantages are. Second, measuring the error of a machine learner is not always as
straightforward as one might think. Different people may use different metrics. It
is not always clear how different metrics relate to each other and whether a
learner performs well under one metric would look very poor according to a
different metric. The second part of this talk gives an example in software effort
estimation, where a more robust learner is trained using multi-objective learning,
which performs well under different metrics [3]. The third and last part of this
talk is devoted to two important areas in machine learning, i.e., online learning
with concept drift [4] and class imbalance learning [5, 6]. Multi-objective
learning in these two areas will be introduced.

References
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On Intelligence: Symbiotic, Holonic,
and Immunological Agents

Elizabeth Marie Ehlers

Academy of Computer Science and Software Engineering,
University of Johannesburg, South Africa
emehlers@uj.ac.za

Abstract. Currently, Artificial Intelligence has become a focal point of interest
in the development of new and innovative applications in modern technology.
The presentation will discuss and compare symbiotic, holonic, and immuno-
logical agents. Immunological agency will be considered in the context of
biologically inspired Artificial Intelligence techniques as it is based on the
advantageous adaptive properties of the vertebrate immune system. Further-
more, the discussion will explore how these types of agent can contribute to
realizing intelligence in applications such as mentioned above.



Extreme Learning Machines (ELM) —
Filling the Gap between Machine Learning
and Biological Learning

Guang-Bin Huang

School of Electrical and Electronic Engineering,
Nanyang Technological University, Singapore

Abstract. One of the most curious in the world is how brains produce intelli-
gence. Brains have been considered one of the most complicated things in the
universe. Machine learning and biological learning are often considered separate
topics in the years. The objectives of this talk are three-folds: (1) It will analyse
the differences and relationships between artificial intelligence and machine
learning, and advocates that artificial intelligence and machine learning tend to
become different, they have different focus and techniques; (2) There exists
some convergence between machine learning and biological learning;
(3) Although there exist many different types of techniques for machine learning
and also many different types of learning mechanism in brains, Extreme
Learning Machines (ELM) as a common learning mechanism may fill the gap
between machine learning and biological learning, in fact, ELM theories have
been validated by more and more direct biological evidences recently. ELM
theories actually show that brains may be globally ordered but may be locally
random. ELM theories further prove that such a learning system happens to have
regression, classification, sparse coding, clustering, compression and feature
learning capabilities, which are fundamental to cognition and reasoning. This
talk also shows how ELM unifies SVM, PCA, NMF and a few other learning
algorithms which indeed provide suboptimal solutions compared to ELM.



How Can We Effectively Analyze Big Data
in Terabytes or Even Petabytes?

Joshua Zhexue Huang

National Engineering Laboratory for Big Data System Computing Technology,
Shenzhen University, Shenzhen, China
zx .huang@szu.edu.cn

Abstract. The big values in big data can only be dug out through deep analysis
of data. In the era of big data, datasets with hundreds of millions objects and
thousands of features become a phenomenon rather than an exceptional case.
The internet and telecom companies in China have over hundred million cus-
tomers. Such datasets are often in the size of terabytes and can easily exceed the
size of the memory of the cluster system. Current big data analysis technologies
are not scalable to such data sets because of the memory limitation. How can we
effectively analyze such big data? In this talk, I will present a statistical-aware
strategy to divide big data into data blocks which are distributed among the
nodes of the cluster or even in different data centers. I will propose a random
sample partition data model to represent a big data set as a set of distributed
random sample data blocks. Each random sample data block is a random sample
of the big data so it can be used to estimate the statistics of the big data and build
a classification or prediction model for the big data. I will also introduce an
asymptotic ensemble learning framework that stepwise builds ensemble models
from selected random sample data blocks to model the big data. Using this set of
new technologies, we will be able to analyze big data effectively without the
memory limit. With this new architecture for big data, we are able to separate
data analysis engines from data centers and make the data centers more
accessible to big data analysis.



Cyborg Intelligent Systems

Gang Pan

Department of Computer Science, Zhejiang University, Hangzhou, China
gpan@zju.edu.cn

Abstract. Advances in multidisciplinary fields such as brain-machine interfaces,
artificial intelligence, and computational neuroscience, signal a growing con-
vergence between machines and biological beings. Especially, brain-machine
interfaces enable a direct communication pathway between the brain and
machines. It promotes the brain-in-loop computational paradigm. A biologi-
cal-machine intelligent system consisting of both organic and computing com-
ponents is emerging, which we called cyborg intelligent systems. This talk will
introduce the concept, architectures, and applications of cyborg intelligent
systems. It will also discuss issues and challenges.



Learning and Memory in Mind Model CAM

Zhongzhi Shi

Key Laboratory of Intelligent Information Processing, Institute of Computing
Technology, Chinese Academy of Sciences, Beijing, 100190, China
shizz@ics.ict.ac.cn

Abstract. Intelligent science is the contemporary forefront interdisciplinary
subject of brain science, cognitive science, artificial intelligence and other dis-
ciplines, which studies intelligence theory and technology. The one of its core
issues is to build the mind model. Mind is the human spirit of all activities, is a
series of cognitive abilities, which enable individuals to have consciousness,
sense the outside world, think, make judgment, and remember things. Mind
model CAM (Consciousness And Memory) is mainly composed of five parts,
namely, memory, consciousness, high-level cognitive functions, perception
input, behavior response. CAM is general intelligent system architecture. This
lecture will mainly introduce the learning and memory mechanism of the mind
model CAM, focusing on the physiological basis of memory, complementary
learning system, learning and memory evolution and other issues. Human brain
learning and memory is a comprehensive product of two complementary
learning systems. One is the brain neocortex learning system, through the
experience, slowly learning about knowledge and skills. The other is the hip-
pocampus learning system, which memorizes specific experiences and allows
these experiences to be replayed and thus effectively integrated with the new
cortical learning system. Explore the complementary learning and memory of
short - term memory and long - term memory in CAM. The essence of learning
and memory evolution is through learning, not only to increase knowledge, but
also to change the structure of memory.

Acknowledgements. This work is supported by the National Program on Key Basic
Research Project (973) (No. 2013CB329502).



Factor Space and Artificial Intelligence

Peizhuang Wang

College of Intelligence Engineering and Math,
Technical University of Liaoning, China
peizhuangw@l26.com

Abstract. Different from human intelligence, the subject of Al is not brain, but
machine. How do machine emulate intelligence of brain? Is it possible to
construct a brain-like machine? No matter how advanced science becomes, it is
not possible to make a machine as a clone of brain. It is mystery that the
insuperable barrier does not take away all belief from AI researchers. Even
though the ebb of fifth generation computer in 1990s hints that computer must
emulate from the structure of human brain, people still have confidence on Al
facing the difficulty of structure-emulation. Indeed, we would cognize that brain
is the cognition’s subject, but not the very cognition. Is there a cognition theory
keeping a little independence from brain? It concerns with the relationship
between cognition information and ontological information. Even though brain
has influence to ontology information, ontology information is independent
from the subject of cognition essentially, and there exists inner cognition theory
to guide artificial intelligence. There were theories arising in artificial intelli-
gences, unfortunately, they are not deep and united but shallow and split. There
have been no deep and united artificial intelligence theory yet. No a strong
theory, no substantial practice! Therefore, we are going to build a strong theory
of artificial intelligence. Factor space aims to build a mathematical theory of Al
Factor is a generalization of gene since mene was been called Mendelian factor.
Gene is the root of a bunch of bio-attributes, factor is the root of a bunch of
attributes for anything. Factor space is the generalization of Cartesian coordinate
space with axes named by factors. Factor space provides united platform to do
concept generation and implication, which is the mathematics of cognition.
Which provides united theory for artificial intelligence, especially, for special
information processing faced big data.
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Abstract. What would strongly appeal in the paper is that the ecological
methodology and the mechanism approach, both are newly proposed by the
author of the paper, be employed for the study of intelligence science. As
presented, the unified theory of intelligence science is discovered and estab-
lished due to the methodology and approach being adopted.

Keywords: Ecological methodology - Mechanism approach - Unified theory
of intelligence

1 Introduction

The research on artificial intelligence, Al for short, has made a number of splendid
progresses recently while also confronted with severe controversies. Some researchers
declare that the great breakthrough in Al is coming in few decades and Al machines
will take the domination over human beings. Other group of researchers, however,
insists on the existence of huge difficulties in Al research in which many fundamental
issues related to intelligence are still remained unclear, or even almost unknown [1].
This situation led the theme of intelligence science, instead of intelligence technology
(or AI), to receive more and more attentions from academic circles worldwide.

It is well accepted that the first important issue one should take care in mind in the
academic research is the question of whether the scientific methodology being adopted
is appropriate or not. This is because of the fact that scientific methodology is the
macroscopic guideline for research that will inspire the proper approach to the specific
field of research. Therefore, whether or not the methodology is suitable for intelligence
study will determine whether or not the research can be successful [2].

According to the principles mentioned above, we have noted that the methodology
adopted in intelligence research has long been the reductionism featured with “divide
and conquer” which had been an extremely powerful, and also successful, methodol-
ogy in classical physics in modern times. This led Al research to the situation where a
number of different, and mutually isolated, approaches being employed, namely the
structuralism, the functionalism, and the behaviorism all in parallel and separate. As
result, researchers employing different approaches have different understanding on
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what Al should be. In other words, reductionism is the major root that generates the
controversies in Al [3].

In order to effectively improve the situation, we have carried out a long term
investigations based on which we have summed up and would now like to propose a
new methodology, named ecological methodology, for the intelligence science study
from which a new approach to the intelligence research, termed mechanism approach,
is also inspired [4].

The concepts of ecological methodology will be introduced in Sect. 2 and then the
basic model of the typical intelligence process, based on ecological methodology, will
be presented in Sect. 3. The mechanism approach to the study of intelligence science
will be explained and compared with the other approaches in Sect. 4. The major results
due to the new methodology and approach will be exposited in Sect. 5. Some con-
clusions will be given in the final section.

2 Ecological Methodology vs. Reductionism Methodology

2.1 Definition 1. Methodology

Methodology, scientific methodology more precisely, is not methods for dealing with
specific problems but is a general term that refers to the general criterion, or the
general guideline, for the proper selection of the specific methods to a field of study.

Therefore, the first, and also the most important, issue among other any things for
scientific study should be making an effort in doing an assessment on whether the
methodology to be employed is appropriate or not. Only the proper methodology
employed could give guarantee to the success of the research.

One of the most influential, and also the most successful, methodologies in the
history of natural sciences development is the “reductionism”. It says that, a complex
system can be divided into a number of sub-systems, which must be simpler and easier
to handle, and that the solution for the system can then be obtained by summing up the
ones of all sub-systems. So, this methodology can well be characterized as “divide and
conquer”.

Reductionism as a methodology has achieved numerous successes, particularly in
the physical science study, or mechanical science study in modern times. The major
characteristic for performing the reductionism, as was mentioned above, is that the
complex problem must first be divided into a number of simpler, and mutually isolated,
sub-problems and then each of the sub-problem be individually solved and finally all
the sub-solutions are summed up. This caused no problem in classical physical science
study.

However, if the system in consideration is a kind of information systems, the
performing of reductionism will certainly cause serious problem. This is because of the
fact that there exist complex information links among the sub-systems of the system
and between the system and its environment and that all the information links are the
‘life lines’ of the information system. The ‘life lines’ of the information system may be
cut-off when improperly dividing the system, hence leading the information system
being “dead system”.
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Therefore, when dealing with the problems in information systems, intelligence
systems in particular, which are usually complex systems, one should be very much
careful on how to properly dividing on one hand and, on the other hand, should
carefully seek for the new, and appropriate, methodology for recovering the life lines of
the system.

2.2 Definition 2. Ecology and Ecosystem

As a kind of methodology, ecology is referred to the general guideline that emphasizes
the study of interrelationships among the organisms of the system and between the
system and their environment. All the interrelated organisms constitute the ecosystem.

Obviously, the methodology of ecology, or more conveniently the ecological
methodology, is the methodology that is exactly what needed for the study of complex
information systems, through which the life lines, or the interrelations, among all the
parts of the ecosystem and between the ecosystem and its environment can hopefully
be recovered. Consequently, the global properties and laws governing the complex
information system can hence be recovered and studied.

It is known that intelligence is derived out from knowledge which in turn is from
information. In other words, there will be no intelligence at all if there is no information
provided.

Therefore, intelligence systems in all cases are complex information systems, or
equivalently information processing systems, in nature. In other words, ecological
methodology is the one needed, and suitable, for the study of intelligence science.

3 The Model of Intelligence Process in Perspective
of Ecological Methodology

In accordance with the definition of ecological methodology and the investigation of
various kinds of intelligence activities, it is found that the most typical intelligence
process can be abstracted as the model in Fig. 1.

Subject

Object Intelligent
Information Action

[ Object in Environment

Fig. 1. Abstract model of typical intelligence process

As can be seen from Fig. 1 that the intelligence process must be within the
framework of the subject-object interaction: First, the object in environment presents its
object information to the subject. And then the subject handles the object information
and produces, based on the results of the handling, an intelligence action that acts on



the object in environment. The action must be intelligent enough. Otherwise the subject
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may suffer from risks of danger.

detail. This leads to the model in Fig. 2.

The process of producing intelligent action in Fig. 1 can be expressed in more

Emotion
Pri Kilc \—> Strategy
Consciousness Gy K3 Creation
K1 K41 G
*G Intellect !
Kl1Kdlc
Intelligeng
Strategy
Knowledge K|1|1 K2 K3 1{1‘4 ('f“;
N \ ( Y
Cognition L Knowledge Bases Validation
| t
Perceived
Information ‘L
Perception Object - Execution
Intelligent
Information - Action

Object in Environment

Fig. 2. The detailed version of Fig. 1

The entirety within the thick-line-box in Fig. 2 represents the subject who performs
all the functions of intelligence: perception, cognition, strategy creation and strategy
execution. The attributes that characterize the subject include various kinds of
knowledge, K1 (innate and commonsense knowledge), K2 (empirical knowledge), K3
(regular knowledge), K4 (Art and other knowledge needed for strategy creation), and
the goal for problem solving, G, all stored in the knowledge base at the center.

As can be seen from Fig. 2 that there exist various kinds of interrelations among the
units of the subject and between the subject and the environment. The studies of the
interrelations meet the requirements of ecological methodology.

More specifically, the major interrelations that the ecological methodology con-
cerns the most include the followings (see in Fig. 2):

(1) The interrelation between the object in environment and the subject’s unit of
perception,

The interrelation between the unit of perception and the unit of cognition,

The interrelation between the unit of cognition and the unit of intelligence the
latter of which consists of the unit of primary consciousness, the unit of emotion,
the unit of intellect, and the unit of strategy creation,

The interrelation between the unit of intelligence and the unit of execution, and

The interrelation between the unit of execution and the object in environment.

(@)
(&)

“)
&)
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4 Mechanism Approach vs. Other Approaches

The next issue is to develop the proper approach to the study of intelligence science
based on the general guideline from the ecological methodology and the associated
model. That means that we should understand and study these interrelations among the
units of the system and their environment so that the laws and rules that govern the
intelligence processes and activities can be established.

There have been many different approaches existed in history. Particularly in Al
research, there are structuralism approach for dealing with neural networks, function-
alism approach for dealing with physical symbol systems and expert systems, and
behaviorism approach for dealing with sensor-motor systems. As mentioned above,
these approaches are resulted from the reductionism methodology and can only explore
some of the partial knowledge of the intelligence process.

Note that the mainstay in intelligence system is the series of interrelations among the
units and their environment and that all the units of the subject cannot be treated sepa-
rately from each other as mutually isolated ones. We should explore and discover the
inherent mechanism that reasonably organizes all the units to fulfill the task of generating
intelligence. This leads to the mechanism approach to intelligence science study.

To investigate the mechanism approach, let’s look back the model in Fig. 2:

The function of interrelation (1) is to converse object information to perceived
information; The function of interrelation (2) is to converse perceived information to
knowledge; The function of interrelation (3) is to converse perceived information to
intelligent strategy; The function of interrelation (4) is to converse the intelligent
strategy to intelligent action; and The function of interrelation (5) is to apply intelligent
action to the object in environment.

This can briefly be expressed as a series of conversion, that is,

(1) The conversion: object information — perceived information,
(2) The conversion: perceived information — knowledge,

(3) The conversion: knowledge — intelligent strategy,

(4) The conversion: intelligent strategy — intelligent action, and
(5) The conversion: intelligent action — object.

The series of conversion above can be expressed as “information — knowledge —
intelligence”, in which “object information” and “perceived information” are abstracted
as “information” and similarly, “intelligent strategy” and “intelligent action” are
abstracted as “intelligence”.

Therefore, the most compact expression for the mechanism approach to intelligence
science is the series of conversion:

information — knowledge — intelligence 4.1)

The formula (4.1) means that, by employing mechanism approach to the study of
intelligence science, the most important thing should be to have the information needed
for the problem solving and to handle the series of the conversion from information to
knowledge and further to intelligence, instead of the specific structure, functions, and
behaviors of the system.
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The formula (4.1) is the most important and significant result because of the fact
that the system’s structure, functions and behaviors must be determined by the
mechanism of the intelligence system. In other words, mechanism of intelligence
generation is the only dominating factor in the study of intelligence science whereas the
system’s structure, functions, and behaviors are the dominated factors.

5 Major Results Due to the Mechanism Approach

It is easy to see from the formula (4.1) that the essence of the mechanism approach can
be named as “Information Conversion and intelligence Creation” provided that the
following three conditions are given beforehand: (1) The object information that rep-
resents the problem to be solved, (2) The goal that indicates the final state for the
problem solved, and (3) The knowledge that is needed for solving the problem in hand.
This can also be clearly expressed in Fig. 3 below [4].

Goal for Problem Solving

¢

Object Information i i
) Information Conversion and Intelligent Action

Intelligence Creation

Knowledge for Problem Solving

Fig. 3. Another expression for the formula (4.1)

The meaning one can see from Fig. 3 can be expressed in words that, as long as the
three conditions are provided, the study of intelligence science is to perform the
function of (4.1), the function of information conversion and intelligence creation, with
the intelligent action being produced and executed.

If the result of the intelligent action is satisfied the problem is satisfactorily solved.
Otherwise the error between the actual state and the goal state, as a kind of new
information, should be feedback to the input of the system and the new knowledge
should be learned and added for producing a new, and better, strategy. This
“feedback-leaning-optimization” loop may be carried on a certain number of times until
the result is satisfied.

This is the universal law as well as the unified theory of intelligence science.

6 Conclusions

(1) Scientific methodology is the first, and the most important, issue in scientific
research. The reductionism methodology employed in intelligence research the
past is not sufficient. The scientific methodology appropriate to the study of
intelligence science should be the one of ecology, or more precisely the
methodology of information ecology.
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The secondly important issue in any scientific research is to, under the guideline
of the methodology employed, formulate an appropriate model representing the
research. The model applied in Al in the past has been much too narrowly
isolated. The appropriate models of typical intelligence process should be the
model of subject-object interaction expressed in Figs. 1 and 2 respectively,
instead of the model of brain only.

The thirdly important issue in any scientific research is the approach selection,
under the general guideline of the methodology employed and also based on the
model selected. The structural approach, the functionalism approach, and the
behaviorism approach applied in Al in the past are locally and shallowly valid.
The universal approach to the study of intelligence science is the mechanism
approach expressed in the formula (4.1).

The mechanism approach to intelligence science study has been identified as the
series of conversion: “object information — perceived information — knowledge
— intelligent strategy — intelligent action”, or more briefly “information —
knowledge — intelligence” in which the conversions need to be supported by
new logic [5] and new mathematics [6].

The most interesting, and also most significant, result is the universal law gov-
erning the intelligence science that is the Law of Information Conversion for
Intelligence Creation expressed in Figs. 2 and 3 which is derived from the
methodology of information ecology, ecological model of intelligence process,
and the mechanism approach. The law is universally valid, that is whenever the
three conditions (the object information about the problem to be handled, the goal
for the problem solving, and the knowledge needed for the problem solving) are
provided, the task of intelligence science study is to perform the mechanism
approach.
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Abstract. Brain-computer integration is a new intelligent system based on
brain-computer interface technology, which is integrated with biological intel-
ligence and artificial intelligence. In order to make this integration effective and
co-adaptive biological brain and machine should work collaboratively.
ABGP-CNN based environment awareness and motivation driven collaboration
will be presented in the paper. Motivation is the cause of action and plays
important roles in collaboration. The motivation leaning method and algorithm
will be explored in terms of event curiosity, which is useful for sharing common
interest situations.

Keywords: Brain-computer integration -+ Environment awareness
ABGP-CNN model - Motivation driven collaboration - Motivation learning

1 Introduction

Brain-computer integration is a new intelligent system based on brain-computer
interface technology, which is integrated with biological intelligence and artificial
intelligence [1]. Brain-computer integration is an inevitable trend in the development of
brain-computer interface technology. In the brain-computer integration system, the
brain and the brain, the brain and the machine is not only the signal level of the brain
machine interoperability, but also need to integrate the brain’s cognitive ability with the
computer’s computing ability. But the cognitive unit of the brain has different rela-
tionship with the intelligent unit of the machine. Therefore, one of the key scientific
issues of brain computer integration is how to establish the cognitive computing model
of brain-computer integration.

At present, brain-computer integration is an active research area in intelligence
science. In 2009, DiGiovanna developed the mutually adaptive brain computer inter-
face system based on reinforcement learning [2], which regulates brain activity by the
rewards and punishment mechanism. The machine adopts the reinforcement learning
algorithm to adapt motion control of mechanical arm, and has the optimized perfor-
mance of the manipulator motion control. In 2010, Fukayarna et al. control a
mechanical car by extraction and analysis of mouse motor nerve signals [3]. In 2011,
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Nicolelis team developed a new brain-machine-brain information channel bidirectional
closed-loop system reported in Nature [4], turn monkey’s touch information into the
electric stimulus signal to feedback the brain while decoding to the nerve information
of monkey’s brain, to realize the brain computer cooperation. In 2013, Zhaohui Wu
team of Zhejiang University developed a visual enhanced rat robot [5]. Compared with
the general robot, the rat robot has the advantage in the aspects of flexibility, stability
and environmental adaptability.

Brain-computer integration system has three remarkable characteristics: (a) More
comprehensive perception of organisms, including behavior understanding and
decoding of neural signals; (b) Organisms also as a system of sensing, computation
body and executive body, and information bidirectional exchange channel with the rest
of the system; (c) Comprehensive utilization of organism and machine in the multi-
level and multi-granularity will achieve system intelligence greatly enhanced.

The core of brain-computer integration is the cognitive computation model of brain
computer collaboration. Cognitive process of brain computer collaboration is com-
posed by the environment awareness, motivation analysis, intention understanding and
action planning and so on, in support of the perception memory, episodic memory,
semantic memory and working memory to complete brain machine group awareness
and coordinated action. Supported by the National Program on Key Basic Research
Project we are engaging in the research on Computational Theory and Method of
Perception and Cognition of Brain-Computer Integration. The main goal of the project
is the exploration of cyborg intelligence through brain-computer integration, enhancing
strengths and compensating for weaknesses by combining the biological cognition
capability with the computer computational capability. In order to make this integration
effective and co-adaptive, brain and computer should work collaboratively. We mainly
focus on four aspects, environment awareness, cognitive modeling, joint intention and
action planning, to carry out the research of cognitive computational model.

(1) The environmental awareness of brain computer collaboration. For brain com-
puter bidirectional information perception characteristics, the integration of visual
features of the Marr visual theory and Gestalt whole perception theory in the wide
range, research on the environment group awareness model and method by
combination of brain and computer. The discriminative, generative and other
methods are applied to analyze the features of environment perception informa-
tion, mine perception information patterns and knowledge, generate high-level
semantics, and understand well the environment awareness, build brain computer
collaborative group awareness model.

(2) Cognitive modeling of brain computer collaboration. This involves combining the
mutual cognitive characteristic of the brain computer, utilize and study the
achievement made in intelligent science about consciousness, memory, study the
cognitive cycle in brain computer collaborative information processing. Accord-
ing to the characteristic of the collaborative work of the brain computer, utilize the
research results of physiological mechanism of brain information processing,
study information representation method and reasoning mechanism in episodic
memory and semantic memory of human brain, carry on cognitive modeling to
information processing procedure in the brain computer collaboration.
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(3) The joint intention driven by motivation. The essential characteristic of the brain
computer collaborative work is that the agents have common goals, commitments,
intentions, etc. that are jointly restrained. In order to describe the characteristics
that should have for the brain computer system, study the joint intention theory to
describe union restrictions of autonomous agents and reason balance of agent
mental state; To the needing of brain computer collaborative work, study the
essence of the behavior motivation and generation mechanism, put forward the
intention model driven by motivation; Study the joint intention method for
multi-agents, offer theory support for constructing the brain computer collabora-
tive work of multi-agents.

(4) Action planning for brain computer collaboration. Under the support of ontology
knowledge system, study action planning method of brain computer collaboration;
using reinforcement learning and Markov decision theory, study the part of per-
ception of the planning method, present the action planning theory with learn-
ability and optimization methods.

Collaborations occur over time as organizations interact formally and informally
through repetitive sequences of negotiation, development of commitments, and exe-
cution of those commitments. Both cooperation and coordination may occur as part of
the early process of collaboration, collaboration represents a longer-term integrated
process. Gray describes collaboration as a process through which parties who see
different aspects of a problem can constructively explore their differences and search
for solutions that go beyond their own limited vision of what is possible [6].

In this paper, a collaborative model for cyborg intelligence will be proposed in
terms of external environment awareness and internal mental state. The collaboration
between brain and computer is driven by motivation which is generated dynamically.

2 Conceptual Framework of Brain-Computer Integration

An effective approach to implementing engineering systems and exploring research
problems in cyborg intelligence is based on brain-computer integration methods [7].
Using these methods, computers can record neural activity at multiple levels or scales,
and thus decode brain representation of various functionalities, and precisely control
artificial or biological actuators. In recent decades, there have been continuous scien-
tific breakthroughs regarding the directed information pathway from the brain to
computers. Meanwhile, besides ordinary sensory feedback such as visual, auditory,
tactile, and olfactory input, computers can now encode neural feedback as optical or
electrical stimulus to modulate neural circuits directly. This forms the directed infor-
mation pathway from the computer to the brain. These bidirectional information
pathways make it possible to investigate the key problems in cyborg intelligence.
How to interact between brain and computer at various is a critical problem in brain-
computer integration. On the basis of the similarity between brain function partition and
corresponding computing counterparts, a hierarchical and conceptual framework for
brain-computer integration is proposed. The biological part and computing counterparts
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are interconnected through information exchange, and then cooperate to generate per-
ception, awareness, memory, planning, and other cognitive functions.

For the brain part, abstracted the biological component of cyborg intelligence into
three layers: perception and behavior, decision making, memory and consciousness
(Fig. 1). We also divided the computer functional units into three corresponding layers:
awareness and actuator, planning, motivation and belief layers. We also defined two
basic interaction and cooperation operations: homogeneous interaction (homoraction)
and heterogeneous interaction (heteraction). The former represents information
exchange and function recalls occurring in a single biological or computing compo-
nent, whereas the latter indicates the operations between the function units of both
biological and computing parts. Homoraction is also modeled as the relationship
between units within the same part. In the case of a single part in a brain-computer
integration system, it will reduce to a biological body or computing device just with
homoraction inside. Consequently, verifying the existence of heteraction is necessary
for cyborg intelligent systems.

Memory Consciosness » 8 Motivation

Decision Making

Perception and 3 : Awareness and
Behavior Actuator

Fig. 1. Cognitive computational model

As typical brain-computer integration systems of “animal as the actuators”, rat
cyborgs [8, 9], were developed to validate how the animals can be enhanced by the
artificial intelligence. Ratbots are based on the biological platform of the rat with
electrodes implanted in specific brain areas, such as the somatosensory cortex and
reward area [10]. These electrodes are connected to a backpack fixed on the rat, which
works as a stimulator to deliver electric stimuli to the rat brain. Figure 2 shows the
physical implementation of the rat-robot navigation system [11]. In the automatic
navigation of rats, five bipolar stimulating electrodes separately are implanted in medial
forebrain bundle (MFB), somatosensory cortices (SI), and periaqueductal gray matter
(PAG) of the rat brain. There is also a backpack fixed on the rat to receive the wireless
commands.

There are two components which are necessary to implement the automatic navi-
gation. Firstly, the communication between a computer and a rat needs to be solved.
The stimulation signals are delivered by a wireless backpack stimulator which is
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Fig. 2. Rat cyborg

comprised of stimulating circuit, control processor and Bluetooth transceivers. The
control processor receives the computer instructions through the Bluetooth transcei-
vers. Then it sends commands to the stimulator to control the rat behaviors. By
receiving commands from the machine, the rat can perform a lot of navigation tasks,
e.g. walking around mazes, climbing bridges, and stopping at a special place. Secondly,
a video camera device used to capture the rat movement is installed above the scenario.
With the video captured by the birdeye camera, the machine can establish a map of the
environment and analyze the real time kinetic state of the rat [12]. For vison-enhanced
ratbots, a mini-camera is connected to the backpack to capture movement or the sur-
rounding environment. A computer analyzes video stream input and generates stimu-
lation parameters that are then wirelessly sent to the backpack stimulator to control the
rat’s navigation behavior by manipulating virtual sensation or reward. Paper [13]
reported that vision-enhanced ratbots can precisely find “human-interesting” objects,
i.e., human faces and arrow signs, identified by object detection algorithms.

3 ABGP-CNN Based Environment Awareness

Agent can be viewed as perceiving its environment information through sensors and
acting environment through effectors. As an internal mental model of agent, BDI model
has been well recognized in philosophical and artificial intelligence area. As a practical
agent existing in real world should consider external perception and internal mental
state of agents. In terms of these considerations we propose a cognitive model through
4-tuple <Awareness, Belief, Goal, Plan>, and the cognitive model can be called ABGP
model as shown in Fig. 3 [14].

Convolutional neural networks (CNN) is a multiple-stage of globally trainable
artificial neural networks. CNN has a better performance in 2 dimensional pattern
recognition problems than the multilayer perceptron, because the topology of the
two-dimensional model is added into the CNN structure, and CNN employs three
important structure features: local accepted field, shared weights, sub-sampling
ensuring the invariance of the target translation, shrinkage and distortion for the input
signal. CNN mainly consists of the feature extraction and the classifier. The feature
extraction contains the multiple convolutional layers and sub-sampling layers.
The classifier is consisted of one layer or two layers of full connected neural networks.
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Fig. 3. Agent ABGP model

For the convolutional layer with the local accepted field and the sub-sampling layer
with sub-sampling structure, they all have the character of sharing the weights

There are several methods developed for visual awareness [15]. Here we only
describe CNN is used for visual awareness and construct agent model ABGP-CNN. For
ABGP-CNN, the learning process of recognizing the natural scenes should mainly
focus on how to train the CNN as its visual awareness module and how to build
appropriate belief base, goals, and plans library. Training CNN includes what the
multi-stages architecture is appropriate for the natural object recognition, what learning
strategy is better.

4 Motivation Driven Collaboration

Motivation is an internal motive force and subjective reasons, which direct drive the
individual activities to achieve a certain purpose, and the psychological state initiated
and maintained by individual activities. Psychologists define motivation as the process
that initiates, guides, and maintains goal-oriented behaviors. All kinds of behaviors and
activities of the people can’t be separated from the motivation.

Consider the dual nature of motivation, that is implicit and explicit, the motivation
process is complexity. In general, implicit motivational processes are primary and more
essential than explicit motivational processes. Here we only focus on explicit moti-
vation and hypothesize that the explicit motivational representations consist mainly of
explicit goals of an agent. Explicit goals provide specific and tangible motivations for
actions. Explicit goals also allow more behavioral flexibility and formation of
expectancies. In cyborg intelligent system we have developed two approaches for brain
computer integration, that is, needs based motivation and curiosity based motivation.

4.1 Needs Based Motivation

In 1943, humanistic psychologist Maslow put forward the demand theory of motiva-
tion. Maslow’s assumption that people in need, the sequence of human motivation,
from the most basic physiological and safety needs, through a series of love and
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respect, the complex needs of self-realization, and need level has great intuitive appeal
[16]. Green and others advocated that the theory of motivation is divided into 3
categories of physiology, behavior and social [17]. Merrick proposed that the moti-
vation theory is divided into 4 categories, namely, the biological theory, cognitive
theory, social theory and the combined motivation theory [18]. The biological moti-
vation theory tries to explain the motivation of the work process based on the biological
level of natural system. The mechanisms of these theories are often explained by
energy and motion, which make the organism toward a certain behavior. The existing
research on artificial system has been used to create the simulation of software agent
and natural system using the theory of biological motivation.

Bach proposed the MicroPsi architecture of motivated cognition based on situated
agents [19]. MicroPsi explores the combination of a neuro-symbolic cognitive archi-
tecture with a model of autonomous, polytelic motivation. The needs of MicoPsi
cognitive system fall into three groups: physiological needs, social needs and cognitive
[20]. Physiological needs regulate the basic survival of the organism and reflect
demands of the metabolism and physiological well-being. Social needs direct the
behavior towards other individuals and groups. They are satisfied and frustrated by
social signals and corresponding mental representations. Cognitive needs give rise to
open-ended problem solving, skill-acquisition, exploration, play and creativity. Urges
reflect various physiological, social and cognitive needs. Cognitive processes are
modulated in response to the strength and urgency of the needs.

According to brain computer integration requirements, a motivation could be
represented as a 3-tuples {N, G, I}, where N means needs, G is goal, I means the
motivation intensity [21].

A motivation is activated by motivational rules which structure has following format:

R = (P,D, Strength(P|D))

where, P indicates the conditions of rule activation; D is a set of actions for the
motivation; Strength(P|D) is a value within interval [0, 1].

4.2 Curiosity Based Motivation

Curiosity based motivation is through motivation learning algorithm to build a new
motivation. Agent creates internal representations of observed sensory inputs and links
them to learned actions that are useful for its operation. If the result of the machine’s
action is not relevant to its current goal, no motivation learning takes place. This
screening of what to learn is very useful since it protects machine’s memory from
storing unimportant observations, even though they are not predictable by the machine
and may be of sufficient interest for novelty based learning. Novelty based learning still
can take place in such a system, when the system is not triggered by other motivations.

Motivation learning requires a mechanism for creating abstract motivations and
related goals. Once implemented, such a mechanism manages motivations, as well as
selects and supervises execution of goals. Motivations emerge from interaction with the
environment, and at any given stage of development, their operation is influenced by
competing event and attention switching signals.
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The learning process for motivations to obtain the sensory states by observing, then
the sensed states are transformed mutually by the events. Where to find novelty to
motivate an agent’s interestingness will play an important role. Once the interesting-
ness is stimulated, the agent’s attention may be selected and focused on one aspect of
the environment. Therefore, it will be necessary to define observations, events, novelty,
interestingness and attention before descripting the motivation learning algorithm.

Definition 1: Observation Functions

Observation functions define the combinations of sensations from the sensed state that
will motivate further reasoning. Observations containing fewer sensations affect an
agent’s attention focus by making it possible for the agent to restrict its attention to a
subset of the state space. Where, a typical observation function can be given as:

Os(y = {(01(1), 029> -+, OL (), * *) [or) = s (VL) } (1)

The equation defines observation function Og ;) in which each observation focuses
on every element of the sensed state at time t.

Definition 2: Difference Function
A difference function A assigns a value to the difference between two sensations Sy )
and Sy ) in the sensed states Sy and Sy as follows:

SL(); if —Jsy )
) — ) sLe if =38

Al su0) L@y — SL(r);  if sL@ — sLw) # 0 @)
0 otherwise

Difference function offers the information about the change between successive
sensations it calculates the magnitude of the change.

Definition 3: Event Function

Event functions define which combinations of difference variables an agent recognizes
as events, each of which contains only one non-zero difference variable. Event function
can be defined as following formula:

Esq = {EL = (e1(0,€20, > e ) [€eo } (3)

where,

- A(Sem,Se(g)); if o= L @
0 otherwise

Events may be of varying length or even empty, depending on the number of
sensations to change.
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Definition 4: Novelty Detection Function
The novelty detection function, N, takes the conceptual state of the agent, ¢ € C, and
compares it with memories of previous experiences, m € M, constructed by long term
memory to produce a novelty state, n € N:

N:CxM—N (5)

Novelty can be detected by introspective search comparing the current conceptual
state of an agent with memories of previous experiences [14].

Definition 5: Interestingness Function
The interestingness function determines a value for the interestingness of a situation,
i € I, basing on the novelty detected, n € N:

I:N—1 (6)

Definition 6: Attention Selection
Selective attention enables you to focus on an item while mentally identifying and
distinguishing the non-relevant information. In cyborg we adopt maximal interesting-
ness strategy to select attentions to create a motivation.

The following describes the basic steps of novelty based motivation learning and
goal creation algorithm in the cyborg system.

Motivation learning algorithm

(1) Observe Ogy) from S using the observation function
(2) Subtract S(;) — Sy using the difference function

(3) Compose Eg() using the event function

(4) Look for N using introspective search

(5) Repeat (for each N;(t) € N(t))

(6) Repeat (for each I;(t) € I(t))

(7) Attention = max I;(t)

(8) Create a Motivation by Attention.

4.3 Motivation Execution

In cyborg system, the realization of the motivation module is through agent model
ABGP. The current belief of the belief memory storage contains the agent motivation
base. A desire is a goal or a desired final state. Intention is the need for the smart body
to choose the current implementation of the goal. In agent, the goal is a directed acyclic
graph by the sub goal composition, and realizes in step by step. According to a directed
acyclic graph a sub goal is represented by a path to complete, the total goal will finish
when all sub goals are completed.



Collaborative Model in Brain-Computer Integration 19

4.4 Collaboration

In brain-computer integration rat brain should work with machine collaboratively. Here
rat brain and machine can be abstracted as agent, so the collaboration can be viewed as
joint intention. Joint intention is about what the team members want to achieve. Each
team member knows the intention specifically and achieves it by collaboration [22].

In the joint intention theory, a team is defined as “a set of agents having a shared
objective and a shared mental state”. The team as a whole holds joint intentions, and
each team member must inform others whenever it detects the goal state change, such
as goal is achieved or the goal is no longer relevant.

For the joint intention, rat agent and machine agent have three basic knowledge:
first, each one should select its intention; second, each one knows its cooperator who
also select the same intention; and last, each one knows they are a team. They can know
each other through agent communication.

5 Simulation Experiments

ABGP-CNN as the detailed implementation for the conceptual framework of
brain-computer integration, here we give a simulation application to significantly
demonstrate feasibility of conceptual framework of brain-computer integration based
ABGP-CNN Agent model. The following will mainly represent the actual design of the
rat agent based on ABGP-CNN supported by the conceptual framework of
brain-computer integration.

Under belief knowledge conditions, the goals (here mainly visual information)
constantly trigger the awareness module to capture environment visual information,
and the event module converts the visual information into the unified internal moti-
vation signal events which are transferred to action plan module. Then the action plan
module will select proper actions to response the environment.

In simulation application, we construct a maze and design a rat agent based on
ABGP-CNN to move in the maze depending on the guidepost of maze path in Fig. 4.
The task of the rat agent is to start moving at the maze entrance (top-left of maze), and
finally reach the maze exit (bottom right of maze) depending on all guideposts.

In order to fulfill the maze activity, the rat agent is implemented all the three basic
modules, <Awareness>, <Motivation>, <Action Plan>. In the rat maze activity exper-
iment, the rat agent is designed to have 3 basic motivation behaviors moving on, turning
left and turning right in the maze. In order to guide rat’s behaviors we construct a true
traffic guidepost dataset means 3 different signals, moving on, turning left and turning
right. The different signal corresponds to different guidepost images like in Fig. 5.

When rat agent moves on the path, its goals constantly drive awareness module to
capture environment visual information (here guideposts in the maze) and generate the
motivation signal events to drive its behaviors plan selection. In the experiment, there
are 3 motivation signals, moving on, turning left and turning right according to the
guideposts in the maze path. Which means the agent can response 3 types of action
plans to finish the maze activities.
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Fig. 4. Rat agent activities in maze

(a). moving on (b). turning left (c). turning right

Fig. 5. Traffic guideposts in maze

6 Conclusions

This paper described the collaborative model of brain-computer integration, which is a
new intelligent system based on brain-computer interface technology. In order to make
this integration effective and co-adaptive biological brain and computer should work
collaboratively. ABGP-CNN based environment awareness and motivation driven
collaboration have been proposed in the paper. Motivation is the cause of action and
plays important roles in collaboration. The motivation leaning method and algorithm
has been explored in terms of event curiosity, which is useful for sharing common
interest situations.

The future of brain-computer integration may lead towards many promising
applications, such as neural intervention, medical treatment, and early diagnosis of
some neurological and psychiatric disorders. The goal of artificial general intelligence
(AGI) is the development and demonstration of systems that exhibit the broad range of
general intelligence. The brain-computer integration is one approach to reach the AGI.
A lot of basic issues of brain-inspired intelligence are explored in the book [1] in detail.
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Abstract. The law of unity of opposites, the mechanism of mutual change of
quality and quantity, and the rule of dialectical transformation have become the key
fundamental problems that need to be addressed in Intelligence Science. It is shown
that the spatial-time position x(«) of object u is the attribute describing where u is
existing, the distance d(x.(«),y(v)) between u and its contradiction v is the
expressing relation distinguishing # from v. Based on the mechanism of distance
vary with position change Ax, was controlled by the law of unity of opposites,
such that the description of the law can be transformed into a physical problem.
By mean of three equivalent definition of distance, some of mathematical con-
struction for describing physical move of u# and v, such as Polarization Vector of
Inner Product, Entangled Circle, Entangled Coordinates and Clifford Algebra can
be induced, such that the Entangled relation both # and v can be transformed into
a mathematical problem. The spatial-time position collection {z(x,y,)} with the
collection of time arrows and the displacement arrows (Ax;, Ay;, At) constructs a
category E. A quantity x, belong to a corresponding quality g, («), during x; varies
with time change At in the qualitative criterion [x;, xr), the mechanism that g, (u)
is maintaining the same can be abstracted to be a Qualitative Mapping
7(x;, [, X)) from a quantity x, into quality g,(u), and the regulation of different
quantity convert into different quality of new quality, can be represented by the
Degree Function of Conversion #(x, ), a Cartesian Closed Category can be gotten
by t(x;, [xi,xr)) and 17(x.). A subobject classifier can be induced by the mecha-
nism of a quality is changing to a simple (or non-essential) quality, so an
Attribute Topos can be achieved by them. Tensor Flow and a Fixation Image
Operator, and an approach for Image Thought has been presented, and their
applications in Noetic Science and Intelligent Science are discussed too.

Keywords: Entanglement of inner product - Attribute Topos * Qualitative
mapping function of conversion degree - Tensor Flow - Fixation Image
Operator - Intelligence Science - Noetic Science - Meta Synthetic Wisdom

1 Introduction

The question: “Can Machines Think?” not only involves the basic contradiction
between “spirit” and “substance” in philosophy, but also a chain of secondary con-
tradictions induced by it, such that the law of unity of opposites between an object u
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and its contradiction object v, the mechanism of mutual change of quality and quantity,
and the rule of dialectical transformation, i.e. so-called “law of unity of opposites and
dialectic transformation” have become the key fundamental problems that need to be
addressed in Noetic Science, Intelligence Science and Theory of Meta Synthetic
Wisdom.

If the human brain is defined as an organ processing information, then two basic
questions would be raised:

(1) What information is processed by human brain?
(2) What processes are taken by human brain on the information?

There are at least three answers for these two questions in cognition science:

(1) Symbol information and symbol operation;
(2) Neural signal information and neural or brain chemical operation;
(3) Stimuli information and feedback.

There are three school based on the three answers respectively in cognition science
and artificial intelligence:

(1) Symbol School; (2) Connective or Structure School; (3) Behave or Control
School.

Could the three approaches be united?

There are three answers:

(1) Minsky: they can’t be unified [1];

(2) Prof. Zhong proposed that the various existing Al approaches can all be united
within the framework of mechanism approach, and that Intelligence Science can
be created [2]. Jiali Feng show that Zhong’s Mechanism Approach can be
implementedby using the Qualitative Mapping [3].

(3) Tsien, the Famous Scientist of China, not only proposed Noetic Science and Meta
Synthetic Wisdom, but also suggested an implementing Scheme for MSW, noted
by Quantity Wisdom ® Image Wisdom =- Quality Wisdom (MSW) as shown in
Fig. 2. [4], as shown in Fig. 2(c). A Quantitative Method ® Fixation Image
Method = Qualitative Method (MSW) for MSW is proposed by Attribute
Theory [5].

“no-biology"fbiology” = “non life” ‘ “life” &:>

“not mind matter”

“non sense""sense” =1 “non lhink”.“think’ ,:>‘ “non Intelligence” Intelligence
Spirit

Fig. 1. Fig. 1 basic contradiction between “matter” and “spirit” and a chain of secondary
contradictions
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Mind Wisdom Quatitative Wisdom (Mate Synthetic) Qualitative Method (Mate Synthetic Method)
Quality Wisdom  Quantity Wisdom tmage Wisdom Quantity Method Fixation Image
i) () (by Hsue-shen Tsien) @ by Jiali Feng)

Fig. 2. (a) Quantity Wisdom ® Quality Wisdom = Mind Wisdom (by Dai Ruwei) (b) Quantity
Wisdom ® Image Wisdom = Qualitative Wisdom (Mate Synthetic Wisdom) (by Hsue-shen
Tsien) (c) Quantity Method ® Fixation Image = Qualitative Method (Mate Synthetic Method
(by Jiali Feng)

Based on the basic fact that the information received by human brain is, and only is
the attributes of the objects, two basic hypothesis are proposed in this paper as follow:

Two Basic Hypothesis of Attribute Theory:

(1) Human thinking can be constructed by some of processing attributes, such as,
receiving, interpretation, and coding of attributes.

(2) The mechanism of thinking construction and intelligent simulation can be con-
sidered as the mechanism of processing attribute.

If the two hypothesis are true, then we should study the following three basic
questions:

(1) What are the attributes?

(2) How is an attribute and its transformation received, deciphered, interpreted and
coded by brain?

(3) How can the operators of Human Brain be represented by Mathematics?

In philosophy, an attribute is defined to be as follow [6]:

Definition 1: An attribute is an expressing quality of an object when an interaction
between the object and another object is happening.

As well-known that the spatial-time position of object u z;(¢,u), is the attribute
showing where u existing, the distance d(z1, z2) between u and its contradiction v is the
expressing relation distinguishing that u from v, based on the fact, the intrinsic quality
qv(u) of u distinguish from its contradicted object v can be defined by the corre-
sponding relation “u #v < z;(t,u) # z5(¢,v) < d(z1,22) # 0”. Based on the
mechanism of d(z;, z;) varies with time change At was controlled by law of the law of
unity of opposites about the contradictory movements, such that the philosophy
question: “when the d(z;,z;) vary with time change At, whether the intrinsic quality
qv(u) of object u keeps itself or not?” can be transform into a physical problem.

By mean of three equivalent definition of distance d(z;, z2), the Polarization Vector
Ve» ¥4 and vy of Inner Product z; - 7o, Entangled Vector, Entangled Circle ®O, Entangled
Coordinates and Clifford Algebra and so on for describing physical move of u and v,
can be induced.

It is shown that if ﬁ and é—;‘ are commeasurable each other, then Inner Product

21 - 22 can be measured as an integer that can be decomposed a product of some of
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Prime Factors, and a module can be deduced. But if ﬁ and ﬁ are non-commeasurable

each other, then a measure system which value of unity continuously variable like the
Fourier Orthogonal Base is necessary for the measure of Inner Product, and the
requirement of value of distance d(z1,z2) is an integer is the foundation for orbit
quantization.

Let At =1t — i be the time change, Az(At;) = (Ax(At;), Ay(At;)) the displace-
ment of u and v vary with Az, then z(u,v) = (x(u),y:(v)) = zi(u,v) + Az(At;,) =
(Ax(At;), Ay(Aty)), and a category E whose object collection is [i,T) X [z;,zr), the
arrow collection is {(A#;, Ax;, Ay;;)} can be constructed.

The mechanism that the quality g, («) is maintaining the same, during the quantity
varies with time change in its qualitative criterion, can be abstracted as the Qualitative
Mapping t(x;, [x;, xr)) from a quantity into its corresponding quality, and the regulation
of different quantity convert into different quality of new quality, can be represented by
the Degree Function of Conversion #(x;), such that a Cartesian Closed Category can be
gotten by t(x;, [x;, x1)) and n(x;). A subobject classifier can be induced by the mech-
anism of a quality is changing to a simple (or non-essential) quality, so an Attribute
Topos can be achieved by them.

Because a Hilbert Space H can be expanded by the Family of Qualitative Map-
pings, such that not only the degree of conversion function can be represented by a
linear combination of base, but also a Tensor Flow can be induced by a functor F from
the Base of H to Base of H’ with the time stream. A Fixation Image Operator, and an
approach for Image Thought has been presented, some of applications in Noetic Sci-
ence and Intelligent Science are discussed.

2 Entanglement Vectors Induced by Polarization Identity
of Inner Product of Both Vectors z; and z,

Let Z be the plan determined by vectors z; and z;, and z; = (x1,y;) and zo = (x2,¥2),
the distance is defined the square root of inner product z; - z; of z; and z

d(z1,22) =V 22 = \/x2_x1 + (2 —1)? = |z1||z2|cos (1)

But there is a Polarization Identity of inner product z; - z»

Cmta\ -\ a2 2 2\t (a o a\ (2 | 2
“a Zz_( 2 ) ( 2 )_<2+2) (2 2)_<2+2)(2+2)
(2)

If let A =A(Sf2 242y B = B(Afle 122) ©A the circle which diameter
equal to doa = |OB|, ©B the circle which center is B, its radius equal to rop = 52, It
is shown in Fig. 3(a) that there exist two Intersection Points of ®A and of ®B,
C(c1,¢3) and D(dy,ds), their ¢; and ¢, are the horizontal coordinate of C and the
vertical coordinate of C, respectively, d; and d, of D(d,,d,) as well. Since BCLOC,
we have
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Fig. 3. (a) Polarization Circle ®O of Inner Product z;-z; (b) Entangled Coordinates
S (20 (x0,¥0), E.E)

3)

0C? = OB? — BC? = (142)’— (432)°= 7, - 25 = ||z cos0
OD? = OB? — BD? = (2£2)2 (252)’= 7, . 7, = |zy[z2cos0

But ¢; and ¢; of C(cy,¢y) are the solution of following two circles equations:

X 4+x)2 Vi+»\2_ (xn—x\2 y2—y1\2

—===) + —==) = +

{ (CI x_li)fz)2 (62 Mi)’z)z (xzixl)z (}’23\’1)2 (4)
(Cl_ 4)+(C2_ 4) (4)+(4')

And the equation of chord CD is the follow

o = 20 Fy1y2) — 202 +31) 5)
! X1 +x2

By substituting (5) in (4), we get the solution of (4) as follow

2x1 +22)(xixa +y1v2) + (1 +92)y/ (e ) (02— x1)* 4 (2 — )]

‘= 2 2
(x1+x2)" + (y1 +y2)
2(x1 +x2) (12 + y1y2) — (1 —|—x2)\/(x1x2 +y1y2)[(x2 — X1)2 + (2 — )’1)2]
Cr =
(1 +x2)° + (2 +31)

(6)
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2(x1 +x2) (12 +y1y2) — (1 +¥2) \/(xpcz +yw) (2 —x1) 4 (2 =)
(x1 +x2)2 + +y2)

dy =

2(x1 +x2)(x1x2 +y1y2) + (3 +xz)\/(xm + ) —x1)* + (2 = n1)’]
(01 +2)” + (2 + 1)

dy =

(7)

Let ®O be the Circle whose center is the origin O(0,0), its radius roo = |y|,
IV = Y| = V& +3 = \/d? +d3 = |y,|, then a Polar Coordinates W(y, ) can be
induced by Polarization Identity, such that the points C(cy,c;) and D(d;,d;) can be
written as two vectors w.(y, ¢.) and w,(y, @) satisfying the follow

{ Cler,e1) = we(y, @) = e'% =y cos g + iy sin @, (8)
D(dy,dy) = wa(y, @g) = ve'? =y cos @, + iy sin @,

From the view of mathematical point, a Coordinates Transformation from product
Z x Z to W-Plan has been constructed by (6), (7) and (8), w:Z x Z — W, for any
dij(zi(xi;yi)7zj ()Cj,yj)) cZ X Z, such that

Y2 =212 = |z1]|z2|cosO

w(dy (zi(xi, 1), 2 (x5, 7)) = w(v, @) o= arctg ¢ or )
arctgz—f

(9) show us that both polarization vectors w.(vy, ¢.) and wy(y, ¢,) is entangled
together each other by identity: y*> = y? = y3 among 7., v, and d;; (zi(xi, %),z (x5, ;) ) -

Let E(]vg|, @) be the projection of z; on vector z1, |Yg| = |z2|cosf, and ¢ = .
E'(|yg],0+a) the projection of z; on vector z3, |Vg| = |zi|cosO, ¢p =0+ a, as
shown in Fig. 3(b), so we have |z;|*= [oE/|* +|z1E'|*, |z2)*= |0E|* 4 |22E/*, addition
that |z — 22|*= |z1]* + |22|*—2|z1||z2|cos0, then we have

21 — 22*= [0E'[* + |21 E'|> + |0E* + |22E|* =221 ||22] cosO (10)

It is shown that between the pair contradicted object u and v, there is not only a
polarization relation y? = yf = yﬁ, but also there exist an entangled relation (10).

It is obvious to see that by using a coordinates transformation, the intersection of
®O0 and vector z; — z;, note by 20 = Xo + 1Yo, can be regarded to be the Origin point of
respectively, and m,, = e the mass at the Electric Dipole Point zg, because E and

ms +m ’
E' represent Force f = |zl|\zg\cos0 action on m,, and m,, respectively, such that the
Oscillation of EDP zp not only could be described by the, and some of Entangled
reaction between u and v can be revealed out too.

In other hands, if let zp be the Harmonic Oscillation with mass m,,, then the law of
Oscillation of u with mass m,, can be represented in. In special, when the distance
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d(z1,22) < hye, because we have not the unit for accurate measure position of zo(u),
such that what the object u is become an uncertain problem, but the entangled relation
between u and v is existing stile there.

In fact, we show from Fig. 3(a) that because Soo = my?, we get y> =z;-
2= |zl||12|c050:‘q@770. And Fig. 3(b) show us that since |E_12{ = |z1||z2|sinb, the
Exterior Product z; Az, can be got by zj Azy = |z1]|z2|sinf = |z1||Ez2|, and the
Geometric Product z;z, can be defined by z120 = z1 - 22 + 21 A 22 t00, so a Geometric
Algebra or Clifford Algebra as well.

From above analysis for Fig. 3, we have shown some of conceals information of
Entangled Vector in bottom. One will naturally to ask: what more hidings are there the
Entangled Vector? In order to get the answer, let us discuss it in detail in following.

Let E be the intersection point of ®O and vector z1, E(|yg|, o) and E(|vg|, o) the
E’s W-Plan coordinate and Z-Plan coordinate, respectively, and E(|yg|,
o) = E(|yg|, o), then yp = /21 22 = \/|z1]|22|cos0, and ¢@p = o. Let E' be the
intersection point of ©®O and vector z,, its W-Plan coordinate and Z-Plan coordinate are
E'(lvpl, p) and E'(|yg|, 2+ 0), respectively, and E'(|vpl, o) = (E'|vg|, 2+ 0),
then v = /21 - 22 = /|21||z2|cos0, and @p = o4 0.

Let F be the projection on vector z; of zo, F(|vg|, @F), |Yr| = |z2|cos0, and ¢ = a.
F’ the projection on vector z; of zj, F'(|yp|, 0+ ), |Ye| = |z1]|cosO, ¢p = 0+ 0.

Let G be the intersection point of ®A and x-axis, its W-Plan coordinate and Z-Plan
coordinate are G(|ys|,0) and G(]yg|, =0), respectively, and G(|ygl, pg) =
G(|ygl,2), g = . G’ be the intersection point of ®A and y-axis, its W-Plan coor-
dinate and Z-Plan coordinate are G'(|vs |, @ = %) and G'(|v¢|, %), respectively, and
G (Ivg|, 96)s ¢ =5 Since |zr| = |z2]cos0, we get the follow

el= lal|z2lcos0 = |zr|lz1] = 21 - 2 (11)
Similarly,
el*= lallzlcosd = |zrllz2l = 21 - 22 (12)
Then we get
|z [lz1] = |zr |22 (13)
We know that é—l‘ and é—i‘ are the unit of vector z; and 2, respectively, note by

é—i 21, and é—i‘ £ 1,,, then we have from (13) that the norm |zx| of zx in 1., equal to

the norm |zg| of z in 1,,.

It is easy to see that because \/m possible are an integer number, a rational
number or an irrational number, whether |zr| is commensurable by using the unit 1,,?
Become a key problem. For example, \/w = /2, because /2 can’t be measured by
using the unit 1,,, such that |yg| can’t be described in precision.
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In order to discuss simple, first of all, let Z-Plan and W-Plan rotate an angle 6, such
that the direct of vector z; turns into that of x;, such that 1, = 1,,.

Second, assume +/|zr| can be measured by 1,,, then there exits an unit system:
1y
{'—1 — 15 k=0,.. N} such that

mk xi?

N
_ 0 1 N _ ko
|lzr| = noly +ml +...+nyl} = E 10 m 1 = nony...ny (14)
. _ Ly . .. .. .
Since 1’;1 = 1)’§1 1 s m, and m—;‘, is the minimum unit in this system, norm of |zr| can
be written as follow:

_ _ 1 N _ . _
lzr| = nony...ny =no X 14+ny Xxm ...ny Xm n (in 1) (15)

In other hands, if there are s prime factor of n, p;,[=1,...s, such that
n=pj; X pa X ...X ps, then we get another unit system: {]17, =1271=0,.. .,s}, such

n
that

\zp|:n=(p0><...><pl_1xﬁ,xp1+1><...><ps)1ﬁ’ (16)

here, symbol p; represents the lack of the prime factor p;. It is mean from (15) that by
using prime factor p; of n as unit for the measurement of the norm of |zg|, its value
equal to (po-p1-pi—1-Pr-Pi1+1-Ps). Therefore, prime factor p; can be called an
eigenvector of |zg|, and (po - p1 - pi—1 - Pr-P1+1 - Ds) is called the eigenvalues of the
eigenvector p; of |zg|.

If \/|zF| is an infinite rational number, for instant 1/3, then

If \/@ can’t be measured by 1,,, then we need an unit system whose value of unit

is continuously variable, otherwise, the norm of 4/|zr| can’t be measured.
We all know that

X
/ dt = 1|y = x (17)
0

Because x is the norm of the interval [0, x], the solution of (17) enlightens us that
integration (17) is just the measure for norm of the interval [0, x] using df as the unity
(or rule) of measure. In other words, df can be considered to be the unit 1’;], when
k — o0, ie. dt = ]{ILIrOlC lf‘q =13

In other hands, for the interval [0,x], we have that x(¢) = (1 — #)xg + £x|, let
Ax = x — xo, then ¢ = ﬁ and dx(t) = (x; — xo)dt, so we have

Ax d.
dt = lima,_o - (18)
X1 — Xo X1 — Xo
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Integral for (18) we get

1E 1 XE XE _ XE
/ dr = / d=—" | ZETN_TE (19)
0 X1 — X0 Jx, Xy —Xoly, Xt —Xo o Xify_g
Since |x1| = |z1] = 1;,, we have the follow:
dx | d. d. d.
dr=—2" 22 _ & A (20)
xt =Xl |l lal (Ll

It is hiding from (18) and (19) that (20) could be assumed to being the minimum
unit of measure.
Then we get

XE d
el [ =P [T L bl By )
[l Jo bl ol [La|
Let Ax(At) = At then x, = xo + Ax(Ar) = xo + At,
tg XE 142 XE /’Lx2 i 2
ox) = / X dt :/ (xo + At)dx = <xot + £> =28 _ (22)
0 0 2/ 2 2
Let Ay(Ar) = —ilt then y, = yo + Ay(At) = yo — ilt,
s v , PN iyg i
000 = [“var= [ imnan= (-5 )| = -HE =T
0 0 0

Let Az(Ar) = A(1 — i)t and z, = 20 + Az(Ar) = (xo +iyo) + A(1 — i)t
Then we get

, iR\ A )
U) = o) +id0) =5 +i - BE) =S (3 4d) = (9

U(zi) = @(z) +ip(z) = @(xo + A1) +i(yo — idt) = i (25)
Then we have a wave equation:

dA’U 1d°U
- = (26)
drr  )? dz?
It is shown from above discuss that object # and v are entangled each other by (25).
If Ar<t,, t, is Planck Time, the entangled relation (25) between u and v will be
remained yet, then it could be called the quantum entanglement. An encryption and
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decryption algorithm based on the entangled vector vy, and v, of z; and z;, has been
proposed by Jiali Feng [7]. The encryption and decryption algorithm based quantum
entanglement among 7,.,y, and 7 would be discussed in other paper.

3 The Attribute Topos Induced by Mechanism of Mutual
Change Between Quality and Quantity

Because the position changes with time A#;, Az(At;) = (Ax(At;), Ay(At;)) induces a
cone and a limit among arrows {(At;, Ax;;), Ay;)}, as shown in Figs. 5, 6 and 7, such
that a finitely complete category can be achieved.

N i
hm)
AN i

L S s SR, SETE. P

i
|
Xy @i 2Rz (X Yi)

Fig. 4. (a) Category induced by arrows {(At, Ax, Ay)} (b) Cone of arrows F = {(ay, by, cx)},
(c) Pullback (a,by) of position mapping (¢, ¢;)

Let [i,T) and [x;,xr) be the time interval and position interval in which g,(u)
maintains itself, then g,(x) must be fixed, as long as x; = x; + Ax(At;) of u does not
over out [x;,xr), i.e. x; € [x;,xr), while the displacement Ax(A#;) vary with Az;. It is
obvious that the mechanism of the conversion from quantity x; into a quality ¢,(u) can
be described by a Qualitative Mapping as follow

7(xy, [X0,XT)) = { zvq(vu(zl) xzx,ee[xft’(:Tt,)] @7)

Let x;, x; € [x;, x7) be two quantities belonging to a same qualitative criterion [x;, xr),
even they are conversing into the same quality g,(u), their degrees of conversion are
different. To describe this case, a function of conversion degree n(xi, [xi,xr)) = n(x)
has been proposed by Attribute Theory. In other words, let [i,T) X [x;,xr) be the
product of [i, T) and [x;, xr), [vi,yr) codomain of n(x;), we get the follow

n: i, T) x [xi, xr) — [, 1) (28)
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It is obvious that there is an equivalent relation, between the function of conversion
degree n:[i,T) X [xi,xr) — [, 1) and the #': [i,T) — [xi,xr) X [1;, nr), this is said
that in category

hom([ia T) X [xivxT)7 [”iv 77T)> ~ hom([i’ T)» [xi7xT) X [’71» "T)) (29)

Therefore, we get a Cartesian Closed Category induced by the function #(z, [x;, X))
and T;(x, [Xi,x1)). In other words, there is an evaluation morphism induced by
0, [xo,xr)) and Ti(x, [xi xr)), ev:[i, T) x [y, np) "= [, mr), such that ev(r,
Ti(xx)) = T()(z) = n(t,xx), here the exponential morphism is (X, [Xi, X)), as
shown in Fig. 5(a) [8].

ev:[xg, 1) X[y, yr) Ko7 Boyn) [X' x7) ] 5 [r27)
I
1 I [
I, XT; [X[rxT) [ [xﬂrxT)
f %)
N . 7, (e [ fer)
[xb, xp) X[y ]
Idy, X = = . ey = [+1
X () = 1) () = f (% X)) WaveLet induced by T;(X) { 1 N

- 1={0= {0 true Q=(0,1]

(a) (b) (c)

Fig. 5. (a) the Cartesian Closed Category induced by function f(x;,x;) and 7;(x;) (b) Quality

change /(x) = { ir 11 of 7;(x) — 7;(x) and its Harr wavelet (c) Pullback induced by Qualitative

Mapping 1, (x;, [xi, x7))

If let xj € [xj,x;5/) C[xi,xr) be the point that quality g,(u) transform to its
non-essential quality g;(u), note by “q, — g;” or ¢/, [xj,xjH) the qualitative criterion
of g;(u), in which ¢;(u) will remain itself, as long as x; varies with time change Ar;, but
still in [xj,x;4;), and let xp € (xr-,x7+ ) be the point at that the quality g, (u) transform
to the quality p,(v) of v, the contradiction of u, or when the distance |(xt-,xr+ )| < hypy,
the Planck constant, a system S, can be constructed by u and v, ie.
X & [xi, x1), % € (%r-, %7+ ) A |(¢r—, %7+ )| < Ay Then we have a Qualitative Mapping as
following

S(u,v) Xt € [XT,XT+] A |[xT7xT+” < h[’l
pu(v) X = [xr,x1]
©(x, [xo, x1)) = § () X € [x5,%11) (30)
a(u)  x € [x,x7)
—q,(u)  x € o, 1]
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The mechanism of a non-essential transforms from the quality g¢;(u) to its
sub-quality g;(u), notation as

_ 0 —1i=—1! x€lx,x
o =stelm st b = {7475 G o

The (15) show that a Harr wavelet induced by the difference of ;(x, [xj, xr)) —
T (x, [x1,%)) or t/(x), when [x;,x;), [xj,x7) C [xi,xr), and [x;,x;) N [x;,x1) = 0.

Let ¢ : [Xi, xj)‘—>[x0,xT) be the monic function induced by the inclusion relation
[xi,xj) C [x0, xT), the characteristic function 1, (x[, [xi, xj)) induced by ¢ is just the
qualitative mapping which criterion is [x;, xt). This means that, not only a truth map
true: {0} — Q = {0, 1}, but also a pullback square as shown in Fig. 4 can be induced
by Ty (X, [Xi, X)) In particular, if  : [xj,x1)<[X, X7) is a monic morphism induced
by the relation [xj,xr)C [Xo,Xr), such that \(xi) € [x,xr), then there exists a
function induced by ¢ : [xj,xT)<—>[xi,xT), for Vxy € [xj,xT), d(xk) € [xi, xT), such
that ¢ o d(xx) = O (x) = V(x).

In other word, because 1 = {0}, and there is the inclusion mapping
1 = {0} €{0,1}, for any subset [x;j,x1) C [Xo, xr) and the morphism [xj, xr) — 1, the
pullback square can be gotten, but any subset [xj, xt) C [Xo, Xr) is true, if and only if,
To(Xk, [Xj,xr)) = 1. This means that there is only one predication “for
VX € [Xj,XT) C [Xo, XT), the true mapping [xj,xT) — 1 —Q7”, and Q is a subobject
classifier. Therefore, we get an Attribute Topos.

4 The Fixation Image Operator Induced by Orthogonal
Expanded of Function

Let [xi,x1) = Upe; [Xi,Xitk), we get a collection of qualitative mapping
{‘tj (xk, [Xj,Xj+1)),j =ii+1,.. .,i+m,}, and for Vrj (xz, [le,le+1)),Tj2(Xk,
[ij, Xj, + 1)) E{Tj (Xk, [Xj, Xj+ 1)) }, dx, € [le,le +1), for Vxx € [ij, Xj2+1), their inner
product satisfying the following

/jZJrl ‘Cj (X[, [Xj 7Xj +1))Tj (Xk7 [Xj ,Xj +1))ka = { ! jl :‘12 (32)
L e e S 2 27k 0 W#h

This shows that not only the collection {tj(x, [Xj,Xj+1))} constructs an orthog-
onal base and by which a Hilbert Space H can be expanded, but also any function of
conversion degree f(xq, [xi,xr)) can be expanded into a linear combination of quali-
tative mappings as follow
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f(xta XUXT Zk 1 Xt7 X17X1+k))rj(xka [XiaxiJrk)) (33)

In fact, because a generalized Fourier Transformation of f(xi, [xi, xt))F(f) can be
defined by the inner product of f(x, [xj,xr)) and T (X(g, [Xj, xj+w)) as following:

F(f) = (f(xq, [xix1)), Ti (%0, [Xj, Xj4w))) = {gk(xu [Xi, Xi ) i;]l (34)

By (34) the degree of conversion function f(x, [x;, xr)) could be homomorphically
(or similarly) mapped from the function space into a vector or the point
(f1(%6, [Xi+ 1, Xi+2))s - - o> fm (Xt [Xi - (m—1), Xi+m)) in the Hilbert space H, so (34) is
called the “Fixation-Image” operator of function f(x, [, Xr)).

In other words, this shows that a Hilbert Space H is expanded by an Orthogonal
Base {1j(x, [Xj,Xj+1))} which is induced by the Subobject Classifier of Attribute
Topos. In the next, let us discuss its application.

Let {f*} be the collection of the approximation f* of function f, F the “Fixation
Image” operator F : {f*} — H, F({f*}) = N(F(f), 6(s)) the F-Image of {f*} in H, and
is called the neighbors of F(f). It is obvious, under the “Fixation Image” operator F, a
(classification or) recognition algorithm for the function f', i.e. t¢(F(f'), N(F(f), 8(s))).

Fig. 6. (a) “Fixation-Image” operator of EGR. (b) Recognition algorithm of EGR based on
Qualitative Mapping

A human faces recognition based on Attribute grid computer is developed by
Gangxiao Lv, as shown in Fig. 7 [9].
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Fig. 7. Human face recognition based on qualitative mapping
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It is obviously that, if the function f(x) instead by a n-dimensional pattern Min
n-Hilbert space H, then under the (18), M can be homomorphically (or similarly)
mapped as a point F(M). in n-Hilbert space H, and the approximation of the cluster
with the model is mapped to the nearest neighbor N(F(M), (s)), then a qualitative
mapping tv(M", N(F(M), 8(s)) for recognition of pattern M can be given.

4.1 The Tensor Flow Induced by Restriction Morphism F and Image
Thinking

Let two Hilbert Space H and H' be expanded by base {tj(xx, [, xi+x))} and

{r}+1(yk+1, [yiH,kaH))}, respectively,  f(x, [Xi, X1)) = Y i (x0)7(xx,
[xi,Xi+x)) the restriction function of function  g((y, [vi,Visi))) =
Dot &Y (Yk, [¥i,¥i+x))s and F : f(x;) — g(x;) the restriction morphism between

the function f (x;) and g(x;). Consider that time from t to t + 1, F could be dived tow
partial, one is for the function fi(x)Fr(fi(x()) — gi(y,). and second for the bases

Fe(t(xk, [%i, Xi4%))) — T (Yis1s [Yie1sYisns1)), in this case, it should be satis-
fying as follow

F(f(xh XUXT (Zk 1 Xka Xl Xl+k ) Zk lFf fk TJ(Xk7[Xl7Xl+k)))

= Zk=1 gk r1 yl+l tj+l(yk+l7 [yi+17}/i+k+l)) = g((yl+l> [)’i+1:)’i+k+1)))
(35)
Let (TJ E’,:;%) be the transformation tensor from Tj(Xk, [Xi,Xi4k)) toO
Tt (Yes 10 [Yis 15 Yig k1)), then the base morphism F, can be represented as follow
+
Fe (i (%, [xi, Xi44))) = T;+1(Yk+la Vit Yisre1)) = (T] (i]k+1)))rj(xk7 [(xi, Xi 1))
(36)

Let (‘Ej(Xk, [Xiaxi+k)), (T] i/k‘: 1))>7T;+ . (yk+17 [yi+1’Yi+k+1))> be the '[I‘iple of
bases and tensor, since H. and H’ are orthogonal Hilbert space expanded by

{‘EJ (Xk, [Xi, Xi 1 k) } and { ]+1(Yk+17 [Y1+17Y1+k+1))}» respectively, and the series of
coordination systems constructed by {[x;,x;+x)},k = 1,...,n, when time is varying
fromt=1,i+ 1 ..., 1+ j, then a Tensor Flow with tow coordination systems and the
transformation among them, called a (differential, if {tj(xk, [xi,Xi 1))} is a differential
coordination system) manifold can be constructed.

Because the problem how does the function f(x,) transform to function g(x;41),

can be described by (tj(xk, [Xi, Xi+k)), (T] %’kilf)),rj’-H(ka, [yiH,kaH))), if let
B(H) be the think Category of Brian, then the (Image) Thinking about how does the
function f(x,) transform to function g(x,;1), can be described by the nature
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transformation between tow restriction morphism fonctors F and G, o : H — B(H),
a(F — G).

An application of the Tensor Flow model in Traditional Chinese Medicine as

shown in Fig. 8 [8].

Fig. 8. “Mobius Strip” model of “five elements of life grams” in Chinese medicine
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Part I: An Outline
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Abstract. Inspired by Professor Wang, Peizhuang’s Factor Space The-
ory (FST), we propose a new scheme, called GO Mapping Theory, or
GMT in short, to formalize the concept formation knowledge representa-
tion of Al This scheme can be viewed as an extension of Willie’s Formal
Concept Analysis (FCA), PZ Wang’s Factor Space Theory, and it natu-
rally includes Gouguen’s L-Fuzzy Sets therefore it sounds a unified soft
computing scheme. Potentially, GMT can be used for human-like knowl-
edge representation and computation by modern computers. By deploy-
ing Grothendieck’s topos theory (this is the origin for the name GO
mapping), we developed a unified mathematical language understand-
able by robots which can represent human language: concepts and logic,
which also unified the current learning techniques at a more abstract
level, therefore can be used as a basis for AGI or Super Al

By restating FST under category language, one can have a much more
general setup for classical reductionist’s view about multiple sensory sys-
tem, we call it a cognitive frame. Then under the assumption of uncer-
tainty of any measurement, we can naturally, in fact ontologically, obtain
an L-fuzzy set by FST, then we can construct from this L-fuzzy set a
L-presheaf by standard procedure, we call it the GO mapping, which by
Barr’'s Embedding Theorem, can be viewed as the natural replacement
for classical fuzzy sets. In fact, in topos theory, FST and GMT pairs
a geometric morphism in Grothendieck’s topos theory, which shows the
amazing power of pure math in real life applications.

1 Factor Space Theory (FST)

Introduced by Prof Wang, PZ around 80’s, [7], we have

Definition 1.1. Let U be a set, called the universe, f : U — Vi is a map, we
call f a factor for U. If {f : U — Vy} is a set of factors, we call SS =[]V} the
state space and F : U — SS the factor space.

The basic idea is this: when we want to know U, or an object in U,
we try to use several “detectors”, or “sensors/measurements/instruments”, to
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gauge/measure U, we call these detectors “the factors” (by Wang). This is in
fact the reductionist/instrumentalists idea.

Afterwards, we try to analyze the result in the state space to see, to find out
where these values falling. And from there, one can do logic operations and draw
conclusions and extract information about U.

In this paper, we will assume all sets are topological spaces and we would
like to modify the Definition 1.1 slightly as follows:

Before giving the definition, let’s recall some terminologies from category
theory.

Definition 1.2. A diagram D in a category € is a collection of objects as ver-
tices and some morphisms among these objects as edges.

A cone X is for a diagram D in € is a collection of arrows f; : X — D; such
that for any g : D; — Dj in the diagram D, following diagram

X
fi [i

D; Dj

commutes. Cone is usually denoted by {f; : X — D;} = Cone. Reference [5] for
details.

This way, we can rewrite the factor space theory as follows.

From cognitive point of view, we can identify a cone as the most general
format of factor space theory. Or we can view a cone as a cognitive frame for
object X. D can be viewed the collection of instruments.

Let’s remind what is the limit for a diagram. In a short sentence, the limit
is a universal object satisfying

1. It is a cone for D, denoted by lim D
2. It is a “minimum” cone among all cones over D

which means for any cone K over D, 3! arrow F' : K — lim D such that

K lim D

D;

commutes.
After these preparation, we can give a more elegant definition for Factor
Space Theory.
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Definition 1.3. Let Top be the category with topological spaces as objects and
continuous maps as arrows. Then any diagram in Top has the limit. We call
any cone {f : U — V;} in Top the cognitive frame for the universe U

We call imV = lim{V}} the state space and the unique map F : U — limV
the cognitive map.

2 Formal Concept Analysis (FCA)

In 80’s, Wille developed a concept called Formal Concept Analysis, FCA in short.
FCA has gained great applications in computer science.

In FCA, VU,V € Sets, F C U x V, the triple (U, F,V) is called a formal
context, if A C U, B C V satisfy

FA=B, F'B=A

We call A and B are Galois connected and (A, F, B) a formal concept.

This theory in some sense encodes the classic concept in classic logic for com-
puter science. It is easily identified that set A is the extension for a concept, and
B is the intension for this concept. Obviously, FCA (A4, F, B) has best captured
the classical usage of concepts for bots, if human mind can be determined by
Boolean logic. In the work of [4], we prove that under Definition 1.3, we have

Theorem 2.1.
FST > FCA

Hence, from Sect.1, we know that one cognitive from theory (CFT) is the
most general set operation:

CFT > FST > FCA

3 Gouguen’s L-Fuzzy Sets and Barr’s Embedding

Let H be a Heytin algebra. Then Gouguen introduced a category of H-fuzzy sets
by define:

e Obj(Fuz(H)) ={x: X — H,X € Sets}
e Arrows f: (X,z) > (V,n) & f: X Y nSetsandz <nof:X - H

Unfortunately, Fuz(H) is not a topos except H is a Boolean algebra. The
great advantage for working math, AI, mind computing is that Topos behaves
almost like Sets, except the law of excluding the middle (LEM).

In real life logic, LEM probably the most wrong law human follows, hence it
is born for abandoning.

However, to proceed the basic logic deduction, subsets, power sets, products,
limit, colimit and all basic ingredients. Topos provide all these needed goodies.
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1980s Michael Barr [1] and Pitts [6] both showed that the Gouguen category
is not a topos, but can be embedded in some way into a topos. Here we will give
a short description on Barr’s construction.

Vo € H, we can define a “level” set X, = {y € X : z(y) > «}, then we
call the collection 7(X) = X = {X, : a € H} the tow of X. One can prove
that 7 : Fuz(H) — Tow(H) is an isomorphism of categories. Each element
in fact looks like G : H — Sets satisfying the axioms for presheaf, i.e. G is
a contravariant functor from partial order set considered as a category to the
category set.

The Barr proved by providing an initial element z to H, one can “embed”
the cat Tow(H) into a topos Sh(H™), where H = HU {2z}, 2<a Va€ H
and Sh(H ™) is the category of HT-sheaves.

This is a very significant result. Because one can translate every “fuzzy”
math problem into a problem about sheaf/presheaf then using the powerful tool
sets since Grothendieck developed algebraic geometry.

This is analogue to embedding the rationals to reals!

From Barr and Pitts, we in fact showed how to consider every presheaf

G : H — Sets

to be some sort of “fuzzy sets” or “fuzzy concepts”.
Using presheaves directly instead of the Zadeh/Gouguen fuzzy sets will pro-
vide powerful tools for soft computing & Al, from our perspective.

4 The GO Mapping Theory (GMT)

In general in a real world, any measurement can be viewed as a function
f:U->V

Normally, V is a finitely dimensional vector space equipped with a positive metric
C, most possibly a metric/a topology induced by an L¥-norm, p = 1,2, co would
be the most popular ones. Then people will define/conceptualize a thing based
on the values of the measurement. This is established since Aristotle’s era and in
1980’s formalised by FST, FCA and Feng’s Property Mapping Theory (PMT).

Here we will develop a new scheme which can include all the theories above as
a special case and naturally incorporate the intrinsic fuzziness of measurements
and human mind computation.

Let’s go back to the example above.

In reality, no measurement is precise (in face we do not have a god given
correct precise value for any), hence in most cases what we know is that Vu € U,
f(u) is some neighborhood of a center value x € V, i.e. f(u) € B(x) This way,
one is more interested in f~!(B) C U. For some open set B. Hence f induces a
map

G:O(V)— PU)
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by “defining”
G(B) = f~(B)

where €(V) is the collection of open sets of V. From [2,3], we know that any
f:U — V induces a geometric morphism

e the direct image f. : PSh(U) — PSh(V)
o the inverse image f*: PSh(V) — PSh(U)

where PSh stands for the topos of presheaves.
This way, we can construct the GO mapping for a cognitive frame as follows:
Let F': U — V = lim V} be the factor mapping. Vs € PSh(U), We will call

F*os:0(V)— Sets

a GO mapping by “Fuzzy” set s. In fact, VB € (V), F* o s(B) = s(F~'(B)).
Sometime we also call the functor F* the GO mapping, denote it by G.
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A Case-Based Approach for Modelling the Risk
of Driver Fatigue
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Abstract. Fatigue-related crashes are one of the major threats to road
safety worldwide. Despite the substantial work in the domain of trans-
portation science by both the industry and academia, there are few stud-
ies in applying case-based reasoning (CBR) approach to modelling the
risk of driver fatigue. This research explores the potential for fatigued
driving using a database of 16,459 traffic crashes reported from 21
cities in Guangdong province, China from 2006 to 2010. The CBR sys-
tem under development differentiates between fatigued-driving and non-
fatigued-driving cases based on various personal and environmental traf-
fic characteristics. The advantage of using CBR in modelling fatigued
driving has been demonstrated through empirical evaluation.

Keywords: Intelligent information processing - Intelligent decision
making - Case-based reasoning - Traffic safety management - Driver
fatigue

1 Introduction

Driver fatigue has already become a leading factor contributing to traffic crashes
around the world [48]. In China, fatigued driving caused 887 (9.26%) of all
highway crashes in 2011, resulting in 520 (8.1%) deaths and over RMB 37 million
(10.82%) property losses [43]. To decrease the occurrences of traffic crashes and
promote road safety, studying drivers’ decision on driving under fatigue condition
is urgent. Despite the substantial work in the domain of transportation science
by both the industry and academia, there are few studies in applying case-based
reasoning approach to modelling the risk of driver fatigue.

Case-based reasoning (CBR) has been used in both cognitive science and
artificial intelligence [32], it makes use of the most similar previous cases to
solve new problems [27,30,32]. Since the early 1980s, CBR has been successfully
applied in various fields such as legal reasoning [5,6,42,45], planning [14,15,25,
28,34], E-commerce [18,41], medical diagnosis [4,9,19,40], incident management
[24,49], and risk analysis [23,35]. CBR is the best fit for modelling fatigued
driving because of its ability to simultaneously process a large number of highly
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interrelated variables to arrive at a decision [13,20]. Moreover, CBR models
have significant merits as compared to statistical ones (e.g., the widely employed
matched case-control logistic regression [2,31]) and other artificial intelligence
models (e.g., neural network) regarding the comprehensibility of output [13].

The novelty of the research work presented lies in the following aspects. First
of all, this work explores the potential for using CBR in dealing with driver
fatigue management. Secondly, this research examines a highly comprehensive
set of risk factors that relate to the driver fatigue. A database of 16,459 real
traffic crashes reported from 21 cities in Guangdong province, China from 2006
to 2010 is used, and a total of 50 variables in 21 categories are examined in this
study. Compared with the logistic regression model that uses the same variables,
our proposed CBR model had better performance in modelling fatigued driving
on AUC measures in all simulations. The outcome of our proposed CBR, system
can help targeting the group of drivers that may intend to drive under fatigue
condition, which constitutes the crucial part of driver safety management in an
intelligent transportation system.

This paper is organised as follows. Section 2 introduces previous relevant work
from the literature. Section 3 describes the methodology. Section 4 presents the
case study and empirical evaluation of our approach. Section5 concludes the
study.

2 Related Work

In recent years, there had been an increase in uptake of case-based reasoning
(CBR) concepts in the research area of traffic control and management. For
instance, Jagannathan et al. [22] developed a CBR prediction system that is
capable of differentiating between the accident and non-accident cases. Mounce
et al. [36] designed a CBR system to help selection of signal timing plans. Sadek
et al. [39] developed a prototype CBR routing system. Li and Zhao [33] applied
CBR to intersection control. Kofod-Petersen et al. [26] presented a prototype
implementation of a CBR system that predicts traffic flow and calculates signal
plans for urban intersections. CBR methods have also been used to model the
vehicle control behaviour (i.e., steer, throttle, and brake) of teen drivers [37].
Different from the previous ones, this work aims to explore the potential for
using CBR in dealing with driver fatigue management.

The risk of driver fatigue is related to a combination of situational and
individual factors. The increased risk may result from a mix of biological, per-
sonal, road and environmental related factors [29]. Previous studies on detecting
driver’s state of fatigue have used various biological and personal indicators,
such as visual indicators (e.g., face images and eye state [10,12,17]), physiolog-
ical sensor signals (e.g., EEG [46] and ECG [7]) and driving states (e.g., accel-
erate, brake, shift and steer [21]). However, none of them (including the CBR
approach of identifying the drivers’ stress state [7]) considered road and environ-
mental features that are crucial towards drivers’ intention to drive under fatigue
condition. By using CBR in this research, the risk of driver fatigue is modelled
based on past similar circumstances considering not only personal but also road
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and environmental characteristics. Moreover, most previous studies verify their
models through experiments with driving simulators, whereas we validate ours
by using the reliable official source of traffic crash data.

3 System Design

Following the work of [27,33], we propose a case-based system of fatigued driving
that consists of three main components: representation module, retrieve module,
and reuse module. Figure 1 shows a schematic overview of the system architec-
ture. The proposed system receives traffic information, through the representa-
tion module, a target case Cy and a case-base C are constructed based on such
information. The retrieve module retrieves the most similar previous case from
the case-base, and reuse module further manipulates the retrieved cases for the
best outcome of the target case.

traffic information

solution implementation

1

1

! constructing a target case Ct case ) 1

: and a case-base C representation 1

1

____________________ .

1

1

searching from the ca_se 1

case-base retrieval I

1

2 A :

! 1

1 case reuse .
1

1

! ‘[ case .

: reuse '

! :

! 1

(outcome prediction)

Fig. 1. Schematic diagram showing steps involved in modelling fatigued driving

3.1 Case Representation

A case in the system represents a previous traffic situation [33], and it is com-
posed of a case number, a case description, and a case outcome. Formally, a case
can be represented as follows:

— Case C' = (N, D, O), where,
e N is the case number;
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e D is the case description;
e O is the case outcome (i.e., fatigued-driving or non-fatigued-driving);

C is used to denote the case base that contains all possible cases.

The description of a case depicts the situation when the case appears [26,33].
Four categories of attributes are needed to describe the case. The first category
contains the demographic information of the driver. The second one describes
the vehicle information. The third category consists of road situation factors.
The fourth category contains some environmental factors such as the weather
situation. Formally, we have:

— Case description D = (DD, VI, R, E), where,
e DD is the demographic information of the driver such as gender;
VI is the vehicle information such as vehicle type;
R is the road situation such as road type;
F is the environmental factors such as bad weather.

For example, a simple case (No. 0) that a crash occurred on the expressway
at about 8 am on Saturday was caused mainly because the fatigued driving
of the male motorcyclist would be represented as (0, ({male}, {motorcycle},
{expressway }, {moring, week-end}), fatigued-driving).

3.2 Case Retrieval and Reuse

The crucial part of the retrieval module is the similarity measure, which calcu-
lates the similarity between the target case and the cases in the case-base [22].
For each target case, the similarity between the target case and the cases in the
case-base is measured by calculating the Euclidean distance (the most widely
used distance metric in CBR) between them. Given a target case t and a case ¢
in the case-base, the similarity between both cases is:

S(t, C) = \/Z(Dt,a - Dc,a)2

where D , is the normalised value of attribute a € DD, VI, R, E in the target
case t and D., is the normalised value of attribute a in the case ¢ from the
case base. Note that all the attributes are of equal importance in this paper for
simplicity reasons.

With the above similarity measure, the most similar cases will be retrieved
by using the K-nearest neighbour (KNN) algorithm [11], where K refers to the
number of neighbours. The KNN algorithm, widely used in classification prob-
lems to assign objects to classes, matches each attribute in the target case to its
corresponding attribute in the retrieved case [22]. The predicted outcome of the
target case is then obtained by the majority vote of its K nearest neighbours,
i.e., the most common outcome of the K retrieved cases are reused and assigned
to the target case directly.
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4 Case Study: Based on the Traffic Crash Data in China

In this study, we use the traffic crash data for the period 20062010 in Guang-
dong Province, China. These data are extracted from the Traffic Management
Sector-Specific Incident Case Data Report, the Road Traffic Accident Data-
base of China’s Public Security Department. They are the only officially avail-
able source of traffic crash data in China. Data are recorded and reported by
the traffic police on-scene who conducted assessments and provided feedback
immediately to the headquarters of the Traffic Management Department. These
reports include characteristics of drivers, vehicle features, road conditions, the
time of crashes, the environmental context for each crash and the cause of crashes
such as traffic violations like driving under fatigue condition [47]. To experiment
with the proposed approach, we set up a case-based system in which each of
the samples in our datasets was a case. Table 1 shows the case structure used

Table 1. Case structure

Case description

Category Feature (Binary) attributes
Demography | Gender Male
Age 024, 25-44, 45 and above
Residence Urban
Driving experience |0-2 years, 3-5 years, above 5 years
Occupation Clerk, migrant worker, farmer, self-employed, other
Vehicle License condition Valid
Safety condition Poor
Insured or not Insured
Overloaded or not Overloaded
Vehicle type Passenger car, truck, motorcycle
Commercial or not | Commercial
Road Road type Express, first-class highway, second-class or below
highway, urban expressway, urban ordinary highway,
other
Traffic lane Isolated
Road surface Dry, wet, other
Traffic control device | No device, signal, sign, other
Environment | Light condition Daytime, with street lighting in the night, without
street lighting in the night
Weather Rainy
Weekend or not Weekend
Holiday or not Holiday
Time 00:00-06:59 (midnight to dawn), 07:00-08:59 (morning
rush hours), 12:00-13:59 (noon), 17:00-19:59 (afternoon
rush hours), other
Season Spring, summer, fall, winter

Case outcome: fatigued-driving, non-fatigued-driving
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in the experiment where relevant binary attributes are selected based on [48].
According to working time patterns and peoples’ lifestyles in China, we classify
five groups of time.

4.1 Evaluation Settings

To evaluate our proposed case-based system of drivers’ risk of fatigued driving,
the data set was partitioned into a training set and a test set. To be aligned with
the literature (e.g., [3]), we varied the percentage of the training and test data
to study the possible variations of performance based on different partitions. In
particular, ratios 10:90, 30:70, 50:50, 70:30 and 90:10 were used as the portions
of training and test data. Each case in the test set was consecutively made the
target case with the cases in the training set constituting the case-base. For
each portion of training and test data, KNN algorithms with different numbers
of K were run. Ties may occur in a binary classification problem if K > 1, to
avoid ties, the most similar case (K = 1), the three most similar cases (K = 3),
and the five most similar cases (K = 5) were retrieved in the current study.
In comparison, the widely employed logistic regression was also conducted for
each partition. The dependent variable indicated the occurrence of driving under
fatigue condition in a crash, while the independent variables under consideration
were the same as the CBR setting.

The performance of a computational intelligent system can be measured in
many different ways. Typically, the models’ predictive performances are mea-
sured regarding owverall accuracy, e.g., the percentage of fatigued-driving and
non-fatigued-driving classified accurately in the current research [16]. However,
other measures like the true positive rate (TPR, also called recall or sensitivity)
tends to be the key concern when infrequent events (as fatigued driving in the
current study) are to be predicted [44]. Complementary to TPR that measures
the proportion of positives that are correctly identified as such, another primary
evaluator is the false positive rate (FPR, also known as fall-out or false alarm
ratio) that calculates the ratio of negatives wrongly categorised as positive. Based
on pairs of TPR and FPR, a receiver operating characteristic (ROC) curve could
be obtained to compare the performance of different models. We calculate the
area under the ROC curve based on the work of Cantor and Kattan [8], and use
IBM SPSS Statistics 23 to perform all the statistical analysis.

4.2 Results and Discussion

The available data set contained 16,459 traffic crashes, of which 384 (2.33%) were
fatigue-related. Among all the fatigue-related crashes, 99% of drivers were male,
88% of them had more than two years of driving experience, and 72.4% came
from urban areas. Drivers that were involved in fatigue-related crashes included
self-employed workers (23.7%), migrant workers (18.5%), farmers (17%), clerks
(8%), and employees from other professions (32.8%). Concerning vehicle infor-
mation, trucks and motorcycles constituted 56% and 16.7%, respectively. For
road situation, 65.9% of these fatigue-related crashes occurred in separate lanes,
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Accuracy

Value
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Fig. 2. Accuracy of the different models

Table 2. Evaluation results (TPR for true positive rate and FPR for false positive
rate)

10:90 30:70 50:50
k=1|k=3 |k=5|LR|k=1|k=3 |k=5|LR |k=1|k=3|k=5|LR
TPR|0.12|0.01| 0 | 0 |0.16]/0.04|0.02| 0 |0.22{0.06|0.02| 0
FPR|0.02| 0 | 0 | 0 ]0.02{0.01] O | 0 |0.02] O | O | O

70:30 90:10
k=1|k=3 |k=5|LR|k=1|k=3 |k=5|LR
TPR|0.26/0.11|0.04| 0 |0.23|0.17|0.1| O
FPR[0.02] 0 | O | 0 [0.01{0.01] O | O

and 38% occurred in expressway. Considering environmental features, 51.8% of
the fatigue-related crashes occurred during 00:00-06:59, and 38% took place
at daytime. Seasonal distribution of the fatigue-related crashes: 32.3%, 26.3%,
24.7%, and 16.7% occurred in the summer, winter, spring, and fall, respectively.

Figure 2 shows the comparison of the overall accuracy for all simulations.
In overall, all simulations received very high accuracy in modelling fatigued
driving, i.e., more than 96%. Logistic regression (LR) had a better performance
in comparison to the proposed CBR method (no matter what the value of K) for
most training/test partitions. When 70% or above of the dataset was used for
training, the CBR method with K =3 achieved slightly higher accuracy than LR.

Table 2 summarises the results of true positive rate (TPR) and false positive
rate (FPR) from all simulations. In all scenarios, we observed that the FPR
is nearly zero, indicating that both LR and the proposed CBR method have
excellent performance in correctly identifying non-fatigued-driving cases. How-
ever, LR received zero TPR for all the training/test partitions, which reflects
that LR is relatively biased towards the majority class in our dataset (i.e., the
non-fatigued-driving case). Such bias may be caused by the imbalance situation
of our dataset (i.e., only 2.33% cases were fatigue-related). Recall that TPR
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reflects the hits of fatigued driving reality, in such circumstances, although LR
got very high accuracy and very low FPR, it is meaningless [44]. In contrast, our
proposed CBR models with K=1 or K=3 had shown their merits by receiving
non-zero TPR in all the training/test partitions.

Figure 3 illustrates the trade-off between the TPR and the FPR of each
simulation. Our proposed CBR models (no matter what the value of K) had
better performance than LR in modelling fatigued driving on AUC measures.
Simulation of K =1 outperformed the rest as the percentage ratio of the training
and test data were varied.

To sum up, we can see that the proposed CBR model with K=1 and that
with K =3 have their strengths in modelling fatigued driving. To further differ-
entiate them, we calculated the precision values in various partitions of training
and test data. Precision measures the probability that a driver with a positive
screening test indeed conducted fatigued driving. As shown in Fig. 4, when 10%
of the data set were used for training, the K =1 model had higher precision value,
whereas the K =3 model had better performance when more than 10% were used
for training. Further empirical validation is required to study the optimal value
of K for modelling fatigued driving.

4.3 Further Implications

Fatigue-related crashes are one of the major threats to road safety worldwide.
The important implication of our research is: if driving under fatigue condi-
tion could be reduced or controlled successfully through the early detection, the
occurrences of a crash would be reduced accordingly. When designing road traffic
interventions to decrease incidences, it is well established that a change in the
driver’s attitude is of utmost importance. The outcome of our proposed CBR
model can help targeting the group of drivers that may have an intention to
drive under fatigue condition. In particular, our proposed CBR model can high-
light the important features of such group of drivers in the aspects of various
personal, vehicle, road, and environmental conditions. Specific countermeasures
by integrating these highlighted features into a driver fatigue detection com-
ponent of the intelligent transportation systems will be effective in improving
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traffic safety [38]. The results obtained in this study may likely be generalised
to other provinces in China because the crash data in Guangdong Province and
features considered are rather representative and comprehensive. The fact that
Guangdong has a high percentage of residents migrating from other provinces,
and is having one of the largest numbers of vehicles among all provinces in China
reinforces the generalisability [48]. Furthermore, the findings of this study can
also contribute as a reference to future road safety research for other countries.

5 Limitations and Future Work

A live case-based reasoning system has a “4 REs” cycle (i.e., retrieve, reuse,
revise, and retain) [1]. Since our proposed case-based system is not operating on
live data, there is no component designed in the current study for the standard
revise and retain process. Our proposed system could be extended to deal with
live data by adding a new part of revise and retain in the future.

The advantage of using case-based reasoning in modelling fatigued driving
has been demonstrated through comparing with logistic regression. In getting
higher values of recall, precision and AUC, an important consideration is case
attribute selection and weighting. The attributes we have chosen are based on
previous work. However, it is likely that fatigued driving also occurs due to
other conditions that have not yet been studied. Moreover, the contribution of
each attribute to the similarity between the target case and the cases in case-
base could differ as well. Thus, it is worth testing out different attributes and
weighted assignments for attributes considered.

The empirical experiments show that the CBR system under development
is capable of differentiating between fatigued-driving and non-fatigued-driving
cases to some extent based on certain personal and environmental traffic char-
acteristics. The evaluation of our proposed method is not exhaustive and could
be expanded in several directions, for instance, to compare with other artificial
intelligence techniques (e.g., neural network). It would also be worth evaluating
whether or not our proposed approach could be fruitfully applied to other risky
behaviours rather than the kind we have considered.
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Abstract. Symbolic cueing paradigm has been widely used to investigate the
attention orienting induced by centrally-presented gaze or arrow cues. Previous
studies have found a sequence effect in this paradigm when arrows are used as
central cues and simple detection tasks are included. The present study inves-
tigated the universality of the sequence effect with gaze cues and in discrimi-
nation tasks. It was found that sequence effects are not limited to specific cue
types or specific tasks, and the sequence effect can even generalize across dif-
ferent cue types (from gaze to arrow, or from arrow to gaze). In addition, the
sequence effect is not influenced by the repetition and switch of target identities
(along with response keys). The results suggest that sequential processing is a
common mechanism in attention orienting systems, and support the automatic
retrieval hypothesis more than the strategy adjustment account.

Keywords: Attention orienting - Cueing effect - Sequence effect - Memory
retrieval

1 Introduction

Orienting of attention refers to the ability for our attention system to be able to select
pertinent input for further processing according to external cues [1]. It has been found
that perception of a pointing arrow is enough to shift our attention to the pointed
location reflexively [2]. Besides arrows, another people’s gaze can also shift attention
even when these symbolic cues are uninformative for our task in hand [3]. In a typical
study of the symbolic cueing, observers were presented with a centrally-presented
symbolic cue (e.g., a gaze or an arrow) indicating left or right, and after a certain time
interval (stimulus onset asynchrony (SOA)) were instructed to respond to the
appearance of a target to the left or right of the central cue. Although observers were
told that the direction of the central cue did not predict where the target would occur,
reaction time (RT) was reliably faster when the cue direction was toward (i.e., valid
trials), rather than away from (i.e., invalid trials), the target. This facilitation of RT
between valid and invalid trials is referred to as cueing effect, which is considered to be
evidence of attention orienting.
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Several recent studies [4, 5] reported a sequence effect in symbolic cueing para-
digm. That is, when using a predictive central arrow cue (i.e., the ratio of valid trials
among all trials were 80%), the cueing effect in one trial is significant smaller when the
previous trial is an invalid trial than when it is a valid trial. Since the cues of these
studies successfully predict the target locations in most of the trials, the sequence effect
has been attributed to the continuous updating of the predictive value that participants
assign to the spatial cue. In other words, participants adapt their utilization of the cue
depending on whether it is correctly or wrongly directed their attention on the previous
trial. On the contrary, another explanation about the sequence effect observed in these
studies is automatic memory processes in which information of previous trials is
automatically retrieved from memory to facilitate performance on current trials. For
example, when the previous trial type (valid or invalid) is consistent with the current
trial type, performance will be facilitated, whereas when the previous and current trial
types differ, performance is slowed due to the conflict between the two trial types. This
automatic retrieval hypothesis is in line with the view from peripheral cueing studies
[6] and further supported by the results of [7], in which the sequence effect was still
found when the arrow cues did not predict the target location and the participants were
explicitly asked to ignore the arrow cues.

In symbolic cueing studies, arrow and gaze cues are two representative attentional
cues. However, so far as we know, the sequence effect of symbolic cueing is investi-
gated only with arrow cues and only in a simple detection task [4, 7]. Therefore, there
still have some questions for the sequence effect. First, whether sequence effects can be
found in other cueing tasks. For example, a simple detection task only need participants
to press one key whenever they detect the targets, but a discrimination task will ask
participants to choose response keys according to the target identities. In the simple
detection task, there are only one target and one response, but in the discrimination task,
target identities and responses either repeated or switched between consecutive trials.
We still don’t know whether sequence effects exist in a discrimination task, and whether
the change of target identities and responses between trials influences the sequence
effect; Second, whether or not gaze cues induce sequence effects, this question is
important because it can help to answer the question whether or not sequential processes
in human attention orienting systems are common mechanisms responding to central
symbolic cues; Third, if sequential processes are common mechanisms, whether or not
the sequence processes of symbolic cueing can generalize across different cue types
(e.g., from gaze to arrow cues), and whether there are differences between them.

In experiment 1, sequence effects were tested with a central gaze cue. If sequence
effects are common mechanisms in symbolic cueing, significant sequence effects
should also be observed in gaze cue condition. In addition, different from previous
studies, a discrimination task, instead of a simple detection task, was used to test the
flexibility of the sequence effect. If sequence effects are robust phenomenon in sym-
bolic cueing, significant sequence effects should also be observed with a discrimination
task. Considering that in the previous study [7], significant sequence effects were only
found when the SOA of previous trials was relatively long, we expect that sequence
effects of gaze cueing are significant, but only for long SOA conditions.

Another advantage for choosing a discrimination task instead of a simple detection
task is that there are two kinds of targets, and participants need to press different
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buttons to respond to the different targets. Therefore, target identities and its corre-
sponding responses will either repeated or switched between consecutive trials. By
using a simple detection task, previous study [7] found a significant influence of target
location alternation on sequence effects in arrow cueing. However, because participants
only need to press one specific button to respond to the appearance of one specific
target in a simple detection task, whether the sequence effect is also influenced by the
repetition and switch of target identities (along with its corresponding responses) is still
unknown. With a discrimination task, we can investigate how target locations and
target identities affect sequence effects.

Experiment 2 was aimed to compare the sequence effects induced by gaze and arrow
cues. During the experimental trials, gaze and arrow cues were randomly mixed to form
four kinds of cue sequence conditions between consecutive trials: gaze-gaze sequence,
gaze-arrow sequence, arrow-gaze sequence, and arrow-arrow sequence. This experi-
mental design had several advantages. First, the sequence effects induced by gaze and
arrow cues could be compared directly by comparing the magnitude of sequence effects
between gaze-gaze sequence and arrow-arrow sequence conditions. Different from arrow
cues, cueing effects by gazes are based on mechanisms specialized for gaze perception
[8]. The biological-significance of the gaze cues should make it more meaningful and
important for participants. Therefore, according to strategy adjustment account, partici-
pants may adapt their utilization of the gaze cues more strongly than arrow cues, leading
to an enhanced sequence effect in gaze cueing. However, an automatic retrieval
hypothesis will predict similar sequence effects for both gaze and arrow cues.

Second, the experimental design allowed us to investigate whether the sequence
effect could generalize across cue types. According to the strategy adjustment account,
sequence effects are originated from continuous updating of the predictive value that
participants assign to the cue. Therefore, the change of cue types between consecutive
trials should eliminate the sequential processing, because the last cue is new for par-
ticipants and there is no reason for participants to update the predictive value of a new
cue. On the contrary, an automatic retrieval hypothesis will predict undistinguishable
sequence effects for four kinds of cue sequence conditions.

2 Experiment 1

2.1 Participants

A total of 33 students (with a mean age of 23 years, range 19 to 27 years, 13 females)
consented to participate in this experiment. All participants were right-handed and
reported normal or corrected-to-normal vision. All participants were naive as to the
purpose of the experiment.

2.2 Apparatus and Stimuli

The stimuli were presented on a LCD display operating at a 75 Hz frame rate. The
participants were seated approximately 60 cm away from the screen in a dimly-lit
room.
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A cross, subtending 1°, was placed at the center of the screen as a fixation point.
Face photographs were included as central cues. The central stimulus was a photograph
of a female face, about 4° wide and 7° height, displayed in eight-bit grayscale. The face
photograph was manipulated to produce the left-gaze and right-gaze cues by cutting out
the pupil/iris area of each eye and pasting it into the left and right corner of each eye,
respectively, using Photoshop CS2 software. The target stimulus was a capital letter
(‘X’ or ‘O’) measuring 1° wide, 1° high, and was presented 15° away from the fixation
point on the left or right side.

2.3 Design and Procedure

The cue-target SOAs were 100 ms and 600 ms. On each trial, cue direction, target
location, and SOA duration were selected randomly and equally. Therefore, the cue
validity was 50%. For each participant, there were six blocks with 80 trials each.
Including 20 training trials, there were in total 500 trials for each participant.

Participants were instructed to keep fixating on the center of the screen. First, a
fixation cross appeared at the center of the screen for 1000 ms, and then the cue
stimulus appeared. After a certain cue-target SOA, a target letter ‘X’ or ‘O’ appeared
either at left or right until participants had responded or 1500 ms had elapsed. The cue
stimulus was still remained on the screen after the appearance of the target. Participants
were instructed to respond to the identity of the target letters by pressing the ‘UP’ key
with their middle finger of the right hand or the ‘DOWN?’ key with their index finger of
the right hand, the mapping between the responses and the target letters were
counter-balanced across the participants. Participants were also informed that the
central stimuli did not predict the location in which target would appear, and that they
should try to ignore the central cues.

2.4 Results

The participants missed or responded to a wrong target at about 2.6% of the all trials.
Anticipations (RT of less than 100 ms) and outliers (RT over 1000 ms) were classified
as errors and were excluded from analysis. After that, responses with RTs exceeding
plus or minus two standard deviations of each participant’s mean RT on each single
cell of the design were also removed as errors. As a result, about 8.4% of all trials were
removed as errors. The error rates did not vary systematically and no signs of any
speed-accuracy trade-off were observed.

The mean RTs under different conditions can be seen in Fig. 1. A four-way
ANOVA with previous SOA (pre-100 ms and pre-600 ms), SOA (100 ms and
500 ms), previous cue validity (pre-valid and pre-invalid), and cue validity (valid and
invalid) as within-participants factors was conducted on the RTs. There was a signif-
icant main effect of previous SOA, F(1, 32) = 9.122, p < .005, with RTs becoming
slower as the previous SOA was increased. The main effect of SOA was also signif-
icant, F(1, 32) = 30.589, p < .0001, with RTs becoming shorter as the current SOA
was increased. The interaction between previous SOA and previous cue validity was
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Fig. 1. Mean reaction times (RTs) under different previous and current cue validities and SOAs
in Experiment 1.

significant, F(1, 32) = 9.096, p < .005. This interaction was qualified by a significant
previous SOA X current SOA x previous cue validity X cue validity interaction,
F(1, 32) = 4.200, p < .049. Further tests revealed that the previous cue validity x cue
validity interaction (indicating the sequence effects) were only significant when both
the previous and current SOAs were 600 ms, F(1, 32) = 6.787, p < .014, but not for
other combinations of previous and current SOAs (ps > .4). The average sequence
effects (calculated by cueing effects of pre-valid trials minus cueing effects of
pre-invalid trials) for different SOA conditions are 0.3 ms (prel00-100), —3.2 ms
(pre100-600), —6.1 ms (pre600-100), and 16.7 ms (pre600-600). No other effects or
interactions reached significance.

In order to investigate the influence of target locations and target identities on the
sequence effects, a four-way ANOVA with target location (repeated and switched),
target identity (repeated and switched), previous cue validity (pre-valid and
pre-invalid), and cue validity (valid and invalid) as within-participants factors was
conducted on the RTs. The main effects of target location and target identity were both
significant, F(1, 32) = 15.044, p < .0001, and F(1, 32) = 37.151, p < .0001, respec-
tively. The interaction between target location and target identity was also significant,
F(1, 32) = 200.270, p < .0001, reflecting that alternation of target identity between
trials slowed RTs only when target location repeats between trials. The interaction
between target location and previous cue validity was significant, F(1, 32) = 12.734,
p < .001. No other effects or interactions reached significance.

The results of experiment 1 showed that significant sequence effects can be found
in a discrimination task with gaze cues. Furthermore, similar to the finding of previous
study [7], sequence effects were only significant under relatively long SOA conditions.
However, contrary to the previous study [7], no significant influence of target location
(or target identity) on the sequence effect was found. This is probably because that the
sequence effects are not significant in most of trials when previous or current SOAs are
short. An investigation that only involves the pre600-600 SOA condition will be
infeasible for the small trial numbers. Therefore, the influence of target location and
target identity will be investigated again in experiment 2.
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3 Experiment 2

3.1 Participants

A total of 36 students (with a mean age of 23 years, range 19 to 27 years, 15 females)
consented to participate in this experiment. All participants were right-handed and
reported normal or corrected-to-normal vision. All participants were naive as to the
purpose of the experiment.

3.2 Apparatus and Stimuli

The apparatus and the stimuli were the same as that in experiment 1 except that an
arrow cue was included. For arrow cues, the central fixation stimulus was a horizontal
line centered on the screen, 3° in length. An arrow head and an arrow tail appeared at
the ends of the central line, both pointing left or both pointing right. The length of an
arrow, from the tip of the arrow head to the ends of the tail, was 4°.

3.3 Design and Procedure

A relatively long SOA (600 ms) was used to ensure the capability of the design to
induce sequence effects. On each trial, cue type (gaze cue or arrow cue), cue direction,
and target location were selected randomly and equally. There were eight blocks with
80 trials each. Including 20 training trials, there were in total 660 trials for each
participant. The procedure was the same as that in experiment 1.

3.4 Results

The participants missed or responded to wrong targets at an average of about 2.1% of
all trials. Anticipations (RT of less than 100 ms) and outliers (RT over 1000 ms) were
classified as errors and were excluded from analysis. After that, responses with RTs
exceeding plus or minus two standard deviations of the participant’s mean RT on each
single cell of the design were also removed as errors. As a result, about 7.5% of all
trials were removed as errors. The error rates did not vary systematically and no signs
of any speed-accuracy trade-off were observed.

A four-way ANOVA with previous cue type (pre-gaze or pre-arrow), cue type
(gaze or arrow), previous cue validity (pre-valid and pre-invalid), and cue validity
(valid and invalid) as within-participants factors was conducted on the RTs. There was
a significant main effect of cue validity, F(1, 35) = 50.446, p < .0001, demonstrating
the cueing effect, and a significant interaction between previous validity and cue
validity, F(1, 35) = 14.06, p < .001, indicating the significant sequence effect. As for
the influence of cue types, the interaction between previous cue type and previous cue
validity was significant, F(1, 35) = 8.265, p < .007, reflecting that RTs were shorter for
pre-valid than for pre-invalid condition when the previous cue was an arrow, but this
tendency was reversed when the previous cue was a gaze. The interaction between
previous cue type and cue validity was also significant, F(1, 35) = 4.548, p < .04,
indicating that cueing effects were larger for pre-arrow condition than for pre-gaze
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Fig. 2. Mean reaction times (RTs) under different previous and current cue validities and
different combination of cue types between trials in Experiment 2.

condition. No other factors or interactions were significant. The average sequence
effects for different cue sequence conditions are 11.1 ms (arrow-face sequence),
10.6 ms (arrow-arrow), 7.1 ms (face-arrow), and 7.2 ms (face-face). Paired-samples t
tests confirmed that the magnitude of these four sequence effects is not significantly
different from each other (ps > .59). The mean RTs under different cue sequence
conditions can be seen in Fig. 2.

Similar to the experiment 1, a four-way ANOVA with target location (repeated and
switched), target identity (repeated and switched), previous cue validity (pre-valid and
pre-invalid), and cue validity (valid and invalid) as within-participants factors was
conducted on the RTs. The main effects of target location and target identity were both
significant, F(1, 35) = 31.779, p < .0001, and F(1, 35) = 35.923, p < .0001, respec-
tively. Similar to that in experiment 1, the interaction between target location and target
identity was significant, F(1, 35) = 121.552, p < .0001, demonstrating that alternation
of target identity between trials slowed RTs only when target location repeats between
trials. The interaction between target location and previous cue validity was also sig-
nificant, F(1, 35) = 25.232, p < .0001. In addition, there was a significant main effect
of cue validity, F(1, 35) = 41.302, p < .0001, demonstrating the cueing effect, and a
significant interaction between previous validity and cue validity, F(1, 35) = 12.774,
p < .001, indicating the sequence effect. Importantly, the target location X previous
cue validity x cue validity interaction were marginally significant, F(1, 35) = 3.989,
p = .054, replicating the influence of target locations on the sequence effect that was
observed in the previous study. No other effects or interactions reached significance.

In all, significant sequence effects were found for all four combination conditions of
two cue types. In addition, although the influence of target locations on the sequence
effect was replicated, no significant influence of target identity alternation was found.
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4 Discussion

The present study investigated the sequence effects (i.e., trial-by-trial influence)
induced by gaze and arrow cues in cueing paradigm. In experiment 1, participants were
asked to discriminate targets in a gaze cueing task, and it was found that gaze cues
induced significant sequence effects in long SOA conditions. In addition, sequence
effects were not influenced by the repetition and switch of target identities and its
corresponding responses. When gaze and arrow cues were intermixed in experiment 2,
the four combination conditions of cue types induced significant and similar sequence
effects. In addition, though the influence of target locations on the sequence effects that
was reported previously [7] was replicated, no significant influence of target identities
was found.

Results from experiment 1 extend our knowledge about the sequence effects for the
following aspects. First, sequence effects still exist when gazes are used as central cues.
This finding suggests that sequential processing is a common phenomenon in symbolic
cueing paradigm and is not limited to specific cue types, such as arrows.

Second, the appearance of sequence effects does not depend on specific task
demands. So far as we know, all previous studies used the simple detection task to test
the sequence effects. Before this study, it remains unknown whether or not the
sequence effects can be found with different tasks.

Third, both experiment 1 and experiment 2 found that overall RTs were slowed
down by the alternation of target identities (at least when target location repeated
between trials), probably because participants need time to choose a different valid
response key for a changed target. However, sequence effects were not influenced by
the repetition and switch of target identities (along with its responses). From a memory
perspective, there may be two major phases for the sequence processes: initial encoding
phase in previous trials and later retrieval phase in current trials. In the former phase,
the spatial organization information between cue directions and target locations needs
to be encoded into memory; in the later phase, the information will be retrieved from
memory to affect performance. Current results may reflect some memory mechanisms
during the sequential processing. That is, the target identity information is not encoded
and retrieved between trials.

Sequence effects by gaze and arrow cues were directly compared in experiment 2.
Gaze and arrow cues were intermixed in a within-block design. Such design resulted
four kinds of cue sequence conditions between consecutive trials: gaze-gaze sequence,
gaze-arrow sequence, arrow-gaze sequence, arrow-arrow sequence. Interestingly,
sequence effects are significant for all sequence conditions despite the alternation of cue
types. That means gaze cues induce the same amount of sequence effects as arrow cues,
and the sequence effect can generalize across different cue types (from gaze to arrow, or
from arrow to gaze). This finding supports the automatic retrieval hypothesis and
suggests that sequence effects induced by gaze and arrow cues are processed in the
same system, probably the so-called implicit memory system in human brain [9, 10].

In all, the present study investigated the sequence effect in gaze cueing paradigm.
Similar to the previous findings from arrow cueing, significant sequence effects were
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found. The results extend our knowledge by showing that sequence effects in cueing
paradigm are not limited to a specific cue type or a specific task, and suggest that
sequential processing is a common mechanism in attention orienting systems.
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Abstract. Max-cut problem is a well-known NP-hard problem, in this paper, a
hybrid meta-heuristic algorithm is designed to solve it. In this algorithm, the
discrete cuckoo search is employed to find the approximate satisfied solution,
while the local optimal solution is used to further improve the performance. To
test the validity, three other algorithms are used to compare, simulation results
show our modification is effective.

Keywords: Max-cut problem - Discrete cuckoo search algorithm - Local
search strategy

1 Introduction

Max-cut problem is a well-known NP-hard graph problem. For a graph G = (V,E),
V ={1,2,...,n} is vertex set and E is the ordered set of undirected edges. Let w;; be
the weight associated with edge {i,j} € E, then max-cut problem is to find an optimal
partition (Vy,V,) (ViNVy, = ¢, ViUV, = V), so that the total weights of the edges
crossing different subsets is maximized, in other words, the objective function can be
represented as:

> WU:ZWU'% (1)

i€V jeV, i<j

where x; € {1,—1}(i=1,2,---,n), x; = 1 represents x; € Vi, as well as x; = —1
denotes x; € V.

During the past years, many algorithms have been designed to solve it, including
exact algorithm, approximate algorithm and heuristic algorithm [1, 2]. Heuristic
algorithm [3-5] is an umbrella for all population-based stochastic optimization algo-
rithm inspired by heuristic information [6], such as ant colony optimization [7, 8], fruit
fly optimization [9], particle swarm optimization [10-12], artificial bee colony [13-16],
social emotional optimisation algorithm [17], firefly algorithm [18-22] and bat algo-
rithm [23-25].
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For max-cut problem, Laguna et al. [26] designed a hybrid version of cross entropy
method, while Lin [27] proposed a discrete dynamic convexized method. Festa et al.
[28] investigated several heuristics derived from greedy randomized adaptive search
procedure and variable neighborhood search. In 2007, Wang [29] proposed a hybrid
algorithm combining with chaotic discrete Hopfield neural network and genetic particle
swarm optimization, while in 2011, Wang [30] designed another combination with tabu
Hopfield neural network and estimation of distribution algorithm. Inspired by this
work, Lin [31] designed an integrated method combined with particle swarm opti-
mization and estimation of distribution algorithm, and a local search strategy is
employed to improve the accuracy. Shylo [32] also employed global equilibrium search
algorithms and tabu search to improve the accuracy.

In this paper, we propose a new heuristic algorithm to combining the cuckoo search
algorithm and local search strategy, and apply it to solve max-cut problem. The rest of
this paper is organized as follows: In Sect. 2, the details of our proposed hybrid
algorithm are presented, as well as the simulation results are reported in Sect. 3.

2 Hybrid Algorithm

2.1 Discrete Cuckoo Search Algorithm

Cuckoo search algorithm was proposed in 2009 [33], up to now, many variants are
proposed to improve the performance [34-36]. However, max-cut problem is a com-
bination problem, and a discrete cuckoo search algorithm is designed to solve it.

In this discrete version, the position movement will use the following strategies [37]:
Strategy 1:

XZ’k“ _ {XZ-L ran_dl(?ogthiif(&ep) 2
where

Sig(Step) = 1/(1+ exp(—Step)) (3)
Strategy 2:

gyt = { T ) “
where

Sig(Step) =1 —2/(1 + exp(—Step)) (5)



68 Y. Xu et al.

Strategy 3:
1, rand() < Sig(Step)
+1 _ ’
xglk - { Xij other (6)
where

Sig(Step) = 2/(1 + exp(—Step)) — 1 (7)

The most difference among three strategy is the sigma function sig(szep), and jump
path step is a random number with Levy distribution, to provide a deep insight, the
Egs. (3), (5) and (7) are plotted in Figs. 1, 2 and 3.
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Fig. 1. Illustration for Eq. (3) Fig. 2. TIllustration for Eq. (5)

Fig. 3. Illustration for Eq. (7)

Algorithm 1 is the pseudocode of our discrete cuckoo search algorithm, where p,
is the predefined factor, and P, is the probability of being discovered by the host
bird.



Discrete Cuckoo Search with Local Search 69

Algorithm 1. Discrete cuckoo search algorithm

Begin

For each cuckoo, randomly initialize the position, the
control factor P, , the probability P, of being discovered, Levy

distribution Step ;
Calculate the objective function values with Eq. (1) and
Record the best position from swarm;
While (stop criterion is met)
If rand() < p,
Update the nest position for each cuckoo by strategy 1;
Else
If Step<0
Update each cuckoo with strategy 2;
Else
Update each cuckoo with strategy 3;
End
End
Evaluate the objective fitness for each cuckoo;

If rand() > p,

Re-update the position of corresponding cuckoo with

formulas:
t+1

X=X+ R (=)
Evaluate the new cuckoos’ finesses;
End
Record the best position
End
Output the best position
End

2.2 Local Search Strategy

For any partition (V1, V3), if the vertex j is moved from the current partition to another
subset, the gain index g; is defined as follows:

S o wik— > Wi jEV)
g = {j k}€E keV, {j,k}€E keV, (8)
! o owk— > WijEW
{j,k}EE keV, {j,k}EE keV,

Gain g; > 0 means the vertex j should be moved with a lower objective function.
With this manner, the following local search strategy is introduced:
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Algorithm 2 Local Search Strategy

Begin

Use formula (8) to calculate the gain of each vertex
Descending all gains

Count the number ( sel ) of vertices with g; >0 is

satisfied
If (sel>0)
If sel >30

sell =l~sel;
3

Else
sell =sel ;
Move the vertices of sel/l , which are selected
sequentially from sorted result.
Evaluate the fitness
End
End

2.3 Proposed Hybrid Algorithm

Our modification is a hybrid meta-heuristic method combining a discrete cuckoo search
algorithm and local search strategy. The discrete cuckoo search is employed to find the
approximate satisfied solution, while the local optimal solution is used to further improve
the performance for the obtained approximate satisfied solution. Furthermore, to avoid
the premature convergence, a mutation strategy is also employed to avoid the premature
convergence. The pseudocode of our hybrid algorithm is listed in Algorithm 3. For each
cuckoo, the mutation operation will randomly take 0.1% vertices to flip. We find that the
algorithm will be improved after adding the mutation operation.

Algorithm 3 Cuckoo search with Local search
Begin
For the graph, initialise population pop , and record the

best solution gbest ;

Find the approximate satisfied solution by the discrete
cuckoo search (refer to Alg.1);
Where (Stop condition is not verified)

the local strategy (refer to Alg.2) is employed to improve
the quality of the solution;

If a particle x in a group is not improved in two
consecutive searches, a mutation strategy is employed to avoid
the premature convergence;

End
End
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3 Performance Evolution

To test the performance of our proposed hybrid algorithm, G-set graph benchmarks are
employed, and compared with the following algorithms:

e Hybridizing the cross-entropy method (HCE, in briefly) [26];
A new lagrangian net algorithm (LNA, in briefly) [38];
Discrete Hopfield network with estimation of distribution algorithm (DHNN-EDA,
in briefly) [14]

¢ Discrete cuckoo search with local search (DCSLS, in briefly)

The program is implemented with MATLAB. In this set of instances, the number of
vertex range from 800 to 3000, the control factor p, is 0.3, the probability p, are both
set to 0.5, the total generation is 500.

For chosen benchmarks, each instance will run 50 times, Table 1 provides the
optimal value achieved by the three algorithms and our proposed algorithm. The last
line noted as “w/#/[” is the comparison results between our proposed DCSLS and its
competitors. “w/#/I” represents our algorithm wins in w functions, ties in ¢ functions,
and loses in [ functions. It means DCSLS is better than HCE for six functions, while
only worse than HCE for three functions. DCSLS are superior than DHNN-EDA and
LNA for six functions too, while DHNN-EDA and LNA only better than DCSLS with
two and three functions, respectively. In one word, DCSLS achieves the best perfor-
mance when compared with HCE, DHNN-EDA and LNA.

Table 1. Comparison of the results

Instances | Best | HCE | DHNN-EDA | LNA | DCSLS
Gl 11624 | 11584 | 11614 11490 | 11607
G2 11620 | 11595 | 11599 11505 | 11599
G3 11622 | 11574 | 11617 11511 | 11605
Gl1 564 552 494 560 530
Gl12 556 542 476 546 | 528
Gl13 582 564 520 572|552
Gl4 3064 | 3030 | 3027 3023 | 3035
G15 3050 3012 | 2988 2996 | 3016
Gl6 3052 | 3015 | 3001 2994 3018
w/t/l 6/0/3 | 6/1/2 6/0/3

To provide a deep comparison, two non-parametric statistics tests: Friedman test
and Wilcoxon test, are employed to show the differences among these four algorithms.
In Table 2, the ranking value is: DCSLS < HCE < DHNN-EDA < LNA, DCSLS
maintains the lowest ranking, it means the performance of DCSLS is more better.
Table 3 implies there is significantly difference between DCSLS and DHNN-EDA.



72

4

Y. Xu et al.
Table 2. Friedman test Table 3. Wilcoxon test
Rank-value DCSLS vs P-value
HCE 2.33 HCE 0.594
DCSLS 1.94 LNA 0.192
LNA 2.89 DHNN-EDA | 0.050
DHNN-EDA |2.83

Conclusion

In this paper, a new hybrid algorithm combining with discrete cuckoo search and local
search strategy is designed. The cuckoo update manner of discrete cuckoo search is the
same as [37], while the local search strategy is designed. Simulation results show our
modification achieves the best performance when compared with other three
algorithms.
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Abstract. In this paper, we intend to formulate a new Cuckoo
Search (NCS) for solving optimization problems. This algorithm is based
on the obligate brood parasitic behavior of some cuckoo species in com-
bination with the Lévy flight behavior of some birds and fruit flies, at
the same time, combine particle swarm optimization (PSO), evolutionary
computation technique. It is tested with a set of benchmark continuous
functions and compared their optimization results, and we validate the
proposed NCS against test functions with big size and then compare
its performance with those of PSO and original Cuckoo search. Finally,
we discuss the implication of the results and suggestion for further
research.

Keywords: Cuckoo search - Lévy distribution - Particle swarm opti-
mization

1 Introduction

In factual production and management, there are many complicated optimiza-
tion problems. So many scientists have constantly proposed the new intelligent
algorithms to solve them. For example, PSO was inspired by fish and bird swarm
intelligence [1,2]. These nature-inspired metaheuristic algorithms have been used
in a wide range of optimization problems including NP-hard problems such as
the travelling salesman problem (TSP) and scheduling problems [3,4]. Based on
the interesting breeding behavior such as brood parasitism of certain species of
cuckoos, Yang and Deb [5] has formulated the Cuckoo Search (CS) algorithm.
Yang and Deb in [6] review the fundamental ideas of CS and the latest develop-
ments as well as its applications. They analyze the algorithm, gain insight into
its search mechanisms and find out why it is efficient.

In this paper, we intend to formulate a new Cuckoo Search (NCS) with
different evolution mode, for solving function optimization problems. The NCS
is based on the obligate brood parasitic behavior of some cuckoo species in
combination with the Lévy flight behavior of some birds and fruit flies. Moreover
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it integrates the PSO with some evolutionary computation technique. The PSO
has particularly gained prominence due to its relative ease of operation and
capability to quickly arrive at an optimal /near-optimal solution. This algorithm
is considered with the advantages of CS and PSO, avoid tendency to get stuck
in a near optimal solution in reaching optimum solutions especially for middle
or large size optimization problems. This work differs from existing ones at least
in three aspects:

— it proposes the iterative formula of NCS, in which combines the iterative
equations of CS and PSO.

— it finds the best combine parameters of NCS for different size optimization
problems.

— by strictly analyzes the performance of NCS, we validate it against test func-
tions and then compare its performance with those of PSO and CS with
different random coefficient generate.

Finally, we discuss the implication of the results and suggestion for further
research.

2 The New CS

2.1 The Model of New CS Algorithm

Yang [7] provides an overview of CS and firefly algorithm as well as their lat-
est developments and applications. In this paper, we research on different ran-
dom distribution number and their influence for algorithm. Furthermore, we also
present a new CS with evolutionary pattern.

A New Cuckoo Search (NCS) combining CS and PSO is presented in this
paper, in which is based on the obligate brood parasitic behavior of some cuckoo
species and considered with the Lévy flight behavior of some birds and fruit
flies. In the process of evolution, nests/particles/solutions of next generation
share the historical and global best of the ith nests/particles/solutions. NCS
improves upon the PSO and CS variation to increase accuracy of solution without
sacrificing the speed of search solution significantly, and its detailed information
will be given in following.

Suppose that the searching space is D-dimensional and m nests/particles/
solutions form the colony. The ith nest/particle represents a D-dimensional
vector X; = (zi1,Ti2,.-.,2ip), (1 = 1,2,...,m), and it means that the ith
nest/particle located at X; in the searching is a potential solution. Calcu-
late the nest/particle/solution fitness by putting it into a designated objec-
tive function. The historical best of the ith nests/particles/solutions denotes
as P, = (pi1,pi2,---,pip), called IBest, and the best of the global as P, =
(p1,p2,.-.,pD), called GBest respectively. At the same time, some of the new
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nest /particle/solution should be generated combining Lévy walk around the best
solution obtained so far. It will speed up the local search.

After finding above two best values, and with Lévy flight the
nests/particles/solutions of NCS updates as formulas (1).

XY = X+ aosLevy(\)+(1—0) (B (P = X[V)+ R (P - XV)); (1)

In (1), Lévy follows a random walk Lévy distribution. A part from dis-
tant random position solution is far from the optimal solution, so it can
make sure that the system does not fall into local optimal solution. Where
the 0 € [0,1] is weight index that is chosen according to different optimiza-
tion problem. It reflects relatively important degree of the ¢ generation Lévy

fly, the best nests/particles/solutions of individual historical Pl-(t) and the best

)

nest /particle/solution of global Pg(t . In addition, the NCS evolution process,

the global best nest/particle/solution Pg(t) may in K% forced preserved, K €
(0,100). Others parameters such as o and Ry, Rs € (0,1) are same as the ones
in [2].

The search is a repeated process, and the stop criteria are that the maximum
iteration number is reached or the minimum error condition is satisfied. The
stop condition depends on the problem to be optimized. In the NCS evolution
process, the nests/particles/solutions will be mainly updated through the three
parts:

— Lévy walk;

— the distance between the best nests/particles/solutions of individual historical
Pi(t) and its current nests/particles/solutions;

— the distance between the best nest/particle/solution of individual historical

Pi(t) and its current nest/particle/solution.

There are some significant differences of NCS, CS and PSO. Firstly, their
iterative equations are not the same. The NCS integrates the advan-
tages of CS and PSO algorithm, which share the excellent information of
nests/particles/solutions. It uses some sort of elitism and/or selection which
is similar to the ones used in harmony search (HS). Secondly, the randomiza-
tion is more efficient as the step length is heavy-tailed, and any large step is
possible. Thirdly, the parameter J is to be turned and easy to find the highest
efficiency parameters which are adapted to a wider class of optimization prob-
lems. In addition, the NCS can thus be extended to the type of meta-population
algorithm.
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2.2 Pseudo Code of the NCS Algorithm

Algorithm 1. Pseudo code of NCS: Part 1

Require:

1: nests/particles/solutions population size: PS;
2: maximum of generation Endgen;
3: weight index §;
4: forced preserved percent;
5: step size q;
Ensure: optimization results;
6: procedure
7 Generate stochastically PS size initial population;
8: Evaluate each nest/particle/solutions fitness/quality;
9: Generate initial global best population Pg(t) with the lowest fitness
nest/particle/solution in the whole population;
10: Generate randomly initial individual historical best population Pi(t);
11: £:=0;
12: while (t | Endge) or (stop criterion) do
13: ti=t+1;
14: Generate next nests/particle/solutions by Eq. (1);
15: 8 =3/2;
16: o = (gamma(l + B) * sin(w x 3/2)/(gamma(1l + B)/2) * 3 * 2((571)/2)))(1/[’);
17: u=randn() x o, v = randn();
18: step = p./abs(g).(1/beta)
19: stepsize = 0.01 * step. * (Xft) — Pét));
20: XfH'l) = XZ.(t) + & * stepsize. * randn() + (1 — ) * (randn() * (P;t) — Xi(t)));
21: Evaluate nests/particles/solutions;
22: {Compute each nest/particle/solution’s fitness F; in the population;
23: Find new Pgm of nest/particle/solution by comparison, and update Pgm;}
24: Keep the best nest/particle/solution;
25: Rank solutions and find the current best;
26: tr=t+1;
27: Choose a nest/particle/solution in population randomly;
28: if (F; > Fj) then
29: Replace j by the new nest/particle/solution;
30: end if
31: A fraction p, of worse nests/particles/solutions are abandoned and new ones are
built;
32: The iteration calculation are as follows (X;qndn is generated randomly):
33: K = randn() > pa;
34: stepsize = randn() * (Xyqndn — X;‘andn);
35: X = X!+ stepsize. x K
36: Evaluate nests/particles/solutions;
37: {Compute each nest/particle/solution‘s fitness F; in the population;
38: Find new Pgm and Pi(t) by comparison, and update Pgm and Pi(t);}
39: Keep the best nest/particle/solution;
40: Rank solutions and find the current best;
41: Randomly selected nests/particles/solutions of populations K%, forced instead

them by the highest quality nest/particle/solution Pg(t);

42: end while
43: end procedure
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3 Numerical Simulation

3.1 Test Functions

79

To proof-test the effectiveness of NCS for optimization problems, 14 represen-
tative benchmark functions with different dimensions are employed to compare
with CS and PSO described in Table 1, where the fig is given as formula (2).

Table 1. Benchmark functions

sphere :

f1(z)

Quadric : fo(x)

Schwefe : f3(x)

Rosenbrock : fa(x)

Schwefel : f5(x)

Rastrigin :

fe(x)

Ackley : fr(z)

Griewank : fg(z)

Generalized Penalized : fg(x)

f10(®)

Azis parallel hyper — ellipsoid : f11 (=)

Sum of different power :

f12(z) | Michalewicz : f13(x)

Schaffer fr: f14(x)

Table 2. The comparison results of the PSO, CS [6]and the NCS algorithm

In CS, the pq = 0.25, and in NCS the pg = 0.25 and k = 10%(e ~ n  is X 10™)

Fun = f1 NCS|6 |Min/Average/Std Fun = fg |NCS|§ |Min/Average/Std

Dim = 100 0.2/0.0407/5.3738/6.1344 Dim =50 0.2/5.5837/136.355/104.5021

Best =0 0.5(4.1881/4.1752/4.1881 Best =0 0.5(2.2119/112.231/103.8505

PS =200 0.8/0.0161/3.2514/2.9194 PS =200 0.8(3.3954/109.8777/116.003

EG = 2000 PSO 4.2734e+4/6.4205e+4/1.7802e+4 |EG =2000 |PSO 8.0679e+3/1.837e+4/5.6383e+3
Cs 1.4453e+3/ 1.9655e¢+3/311.6468 CS 9.8117e+3/1.1428e+4/938.2576

Fun = f3 NCS|6 |Min/Average/Std Fun = f4 |[NCS|§ |Min/Average/Std

Dim = 50 0.2]0.041/0.2531/0.14356.1344 Dim = 50 0.2(3.3818/173.9222/140.0647

Best =0 0.5[0.0439/0.2491/0.1356 Best =0 0.5(22.6772/148.6759/88.6797

PS =200 0.8/0.0678,/0.2543/0.106 PS =200 0.8(6.7335/147.4183/81.444

EG = 2000 PSO 2.8602e+3/1.7809e+4/7.2644e+3 |EG =2000 |PSO 9.4946e+3/1.8978e+4/7.0683e+3
Cs 18.5934/20.3249/1.2497 CS 1.0000e+10/1.0000e+10/0

Fun = fg NCS|6§ |Min/Average/Std Fun = fg |[NCS|6§ |Min/Average/Std

Dim = 30 0.2|—12569.5/—12565.5/4.8859 Dim = 50 0.2]0.0394/1.1456/1.0407

Best = —12569.5 0.5|—12569.5/—12567/2.7239 Best =0 0.5(0.0244/0.9167/0.7278

PS =200 0.8/—12569.5/—12566/4.0731 PS =200 0.8]/0.0204/1.1315/0.9799

EG =2000 PSO 0/1.2656e+4/4.9802e+4 EG =2000 |[PSO 1.0071le+5/1.0272e+5/1.1186e+3
Cs —9.5134e+3/—8.9445e+3/199.3234 CS 166.4727/203.5985/16.2855

Fun = fr7 NCS|6 |Min/Average/Std Fun = fg |[NCS|§ |Min/Average/Std

Dim =100 0.2|2.5087/51.0446/29.1489 Dim = 100 0.2]0.0944/0.7814/0.3262

Best =0 0.5]0.0328/0.4947/0.3140 Best =0 0.5(0.2225/0.8737/0.2328

PS =200 0.8/0.0437,/0.4701/0.3093 PS =200 0.8]0.0777/0.8240/0.2938

EG =2000 PSO 6.6817e+4/8.8147¢+4/9.6893e+3 |EG =2000 |PSO 4.3883e+4/1.0700e+6/5.1800e+5
Cs 13.0822/16.9746/1.3364 CS 9.1896/11.6123/1.2995

Fun = fg NCS|§ |Min/Average/Std Fun = f1g9|NCS|6 |Min/Average/Std

Dim =100 0.2]4.9369e—5/0.0045/0.0038 Dim = 100 0.2]2.1331e—4/0.0084/0.0061

Best =0 0.5(1.0745e—4/0.0034/4.9369e—5 Best =0 0.5(9.1625e—4/0.0075/0.006

PS =200 0.8/2.5771e—5/0.0034/0.0037 PS =200 0.8/1.8272e—5/0.0119/0.0156

EG =2000 PSO 2.391e+4/5.0278e+4/1.5785¢e+4 EG =2000 |[PSO 1.1415e+4/5.3205e+4/1.6434e+4
CSs 8.3128/10.159/0.8293 CS 24.833/31.9707/3.7447

Fun = f11 NCS|§ |Min/Average/Std Fun = f12|NCS|6 |Min/Average/Std

Dim =100 0.2]0.0129/0.6487/0.8072 Dim = 100 0.2{1.7951e—4/0.0069/0.0077

Best =0 0.5/0.0057/0.4278/0.3422 Best =0 0.5(6.4493e—5/0.0069/0.0114

PS =200 0.8/0.0176/0.5174/0.4947 PS =200 0.8[1.4869¢—5/0.0064/0.0064

EG =2000 PSO 2.1285e+5/2.1521e+5/1.7257e+3 EG =2000 |PSO 1.6815e¢+4/4.8188e+4/1.6373e+4
cs 57.2611/80.8869/10.0869 cs 1.0000e+10,/1.0000e+10/0

Fun = f13 NCS|§ |Min/Average/Std Fun = f14|NCS|§ |Min/Average/Std

Dim =100 0.2|—39.6594/—35.0528/1.7772 Dim = 100 0.2{0.0014/0.098/0.0852

Best =7 0.5|—39.3823/—-35.7054/1.9454 Best =0 0.5(6.1878e—4/0.1044/0.0954

PS =200 0.8/—39.5466/—35.3446/1.8935 PS =200 0.8/0.0012/0.0822/0.0723

EG = 2000 PSO 2.2069e+5/2.2175e+5/493.2826 EG =2000 |[PSO 3.7512e+4/7.1659e+4/1.6774e+4
CSs —34.82341/ — 32.8746/0.9454 CS 168.0519/199.9071/9.6655
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n—1
Fro(@) =0.1{(sin(ry1))* + D (yi — 1)° x [1+ 10(sin(my11))’]
i=1
n (2)
+ (yn = 1)°} + > u(wi,10,100,4)
i=1
where
k(z; —a)™, x;>a
u(zi,a,k,m)=10, —a<z<a,y; =1+ 3(z;i +1),2; € [-50,50]
k(—z; —a)™, x; < —a

3)

3.2 Experimental Results and Comparison Used Against Test
Function with Big Size

To more scientifically evaluate the proposed algorithm, we run the algorithm 32
times and compare their minimum values, mean values and standard deviations
searched by NCS, CS and PSO. For each test function, the parameters and
results used in experiments are listed in Table 2.

5 ) N
x 10> The Convergence Curve for Funl «10°  The Convergence Curve for Fun2
35 o Esci(a'g"r“h"; PSO algorithm
A uckoo searcl 15 —  — Cuckoo search
3t New Cuckoo search | New Cuckoo search
.
325} s |
3 E
215H : %
s =
l 5 1
1 | -
05t R \11 Tl
0 e of -
500 1000 1500 2000 500 1000 1500 2000
Evolvement generation Evolvement generation
(a) fu d) f2
x 10* The Convergence Curve for Fun3 x 10%  The Convergence Curve for Fun4
16 PSO algorithm 16 PSO algorithm
14 — — Cuckoo search —+— - Cuckoo search
New Cuckoo search 14 New Cuckoo search
12
3 s 12
T 10 g 10
£ £s
£6 6
4 4
2 2 “
0 0
500 1000 1500 2000 500 1000 1500 2000
Evolvement generation Evolvement generation
(c) fs (d) fa

Fig. 1. Convergence figure of NCS comparing with PSO and CS for f; — fi.



A New Cuckoo Search 81

x10° The Convergence Curve for Fun5 x 10* The Convergence Curve for Fun6
12 PSO algorithm PSO algorithm
—— - Cuckoo search 10 . — - — Cuckoo search
10 New Cuckoo search New Cuckoo search
ERN] g ®
s g
g6 g 6
& &
£ 4 5 4
2 2
0 0 _
-2
500 1000 1500 2000 500 1000 1500 2000
Evolvement generation Evolvement generation
(a) f5 (b) fo
x10°  The Convergence Curve for Fun7 x10°  The Convergence Curve for Fun8
PSO algorithm PSO algorithm
2 — = Cuckoo search 8 — - — - Cuckoo search
New Cuckoo search New Cuckoo search

o

IS

Mini fitness value
Mini fitness value

o
3
N

0
0
500 1000 1500 2000 500 1000 1500 2000
Evolvement generation Evolvement generation
(c) fr (d) fs

Fig. 2. Convergence figure of NCS comparing with PSO and CS for f5 — fs.

Remark 1: In Table 2, the parameters of Fun and Dim denote function and its
dimension respectively. The Best is this functions optimum value. The PS and
EG indicate algorithm population size and their terminate generation number.
The better solutions and corresponding parameters found in NCS algorithm are
illustrated with bold letters. The best minimum average and standard deviation
are shown in italic and underline respectively.

From Table2, in general it can observe that the ¢ € [0.5,0.8] has the high-
est performance since using them have smaller minimum and arithmetic mean
in relation to solutions obtained by others. Especially the § &~ 0.5 has better
search efficiency. In NCS, to optimize different problem should select various
parameter §, as a whole, it is better when § =~ 0.5. The CS optimization function
f1 and fio is almost divergence. The NCS in all kinds of function optimiza-
tion show excellent performance. In above function tests, the minimum value
of NCS searched is NS and PSO searched 1/1000, or even 1/10000. Especially
for large size problem, and function argument value in large range, optimal is
strong search ability. NCS From simulation results we can obtain that the NCS
is clearly better than PSO and CS for continuous non-linear function optimiza-
tion problem. The NCS algorithm searches performance is strong, which can get
better the minimum, mean and standard deviation relatively, but it computes
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Fig. 4. Convergence figure of NCS comparing with PSO and CS for fi3 — fia.

more part (1 —0) x (randn() * (Pi(t) - X

(t)

) + randn() * (Pg(t) - Xi(t))), therefore

more cost of hardware resources, although each running use a little more time,
which is negligible. The convergence figures of most effective, distribution figures
of run 32 times to search the optimal value of NCS comparing with PSO and
CS for 14 instances are shown in Figs. 1, 2, 3 and 4.
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From Figs. 1, 2, 3 and 4, it can discover that the convergence rate of NCS
is clearly faster than the PSO and CS on every benchmark function. Especially
it is more efficacious than PSO for middle and large size optimization problem.
Accordingly, we can do state that the NCS is more effective than PSO and CS.

4 Conclusions and Perspectives

According to shortcoming of CS and PSO algorithm especially solving the middle
or large size problem, we proposed NCS. Using 14 representative instances with
different dimensions and compared with the PSO and CS, the performance of
the NCS shows that is efficacious for solving optimization problems.

The proposed NCS algorithm can be considered as effective mechanisms from
this point of view. There are a number of research directions which can be
regarded as useful extensions of this research. Although this algorithm is tested
with 14 representative instances, a more comprehensive computational study
should be made to measure it. In the future it is maybe do experiments with
different parameters and evaluate the performance of NCS. Furthermore, it finds
the best parameters and usage scenarios such as TSP, scheduling, etc.
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Abstract. With the development of brain science, a variety of new methods
and techniques continue to emerge. Functional magnetic resonance imaging
(fMRI) has become one of the important ways to study the brain functional
connection and of brain functional connectivity detection because of its non-
invasive and repeatability. However, there are still some issues in the fMRI
researches such as the amounts of data and the interference noise in the data.
Therefore, how to effectively reduce the fMRI data dimension and extract data
features has become one of the core content of study. In this paper, a K-means
algorithm based on rough set optimization is proposed to solve these problems.
Firstly, the concept of important attributes is put forward according to the
characteristics of Rough Set, and the attribute importance is calculated by
observing the change of attribute positive domain. Then, the best attributes
reduction is selected by the attribute importance, so that these important attri-
butes are the best attributes reduction. Finally, the K-means algorithm is used to
classify the important attributes. The experiments of two datasets are designed to
evaluate the proposed algorithm, and the experimental results show that the
K-means algorithm based on rough set optimization has more classification
accuracy than the original K-means algorithm.

Keywords: Functional MRI - Rough set - K-means - Resting state

1 Introduction

The field of neuroinformatics mainly concludes: data collection, organization and
analysis of neuroscience data, data calculation model and development of analytical
tools, etc. Treated as a comprehensive subject of information science and neuroscience,
neuroinformatics plays a vital role in information science and neuroscience research
[1]. Functional magnetic resonance imaging (fMRI) technology is one of the most
significant approaches to obtain the data of neuroinformatics. It has been widely used in
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human behavior experiment and pathology because of its noninvasive, repeatability
and other advantages [2-8]. fMRI can be wused to obtain high-resolution
three-dimensional images of the brain through the BOLD (blood oxygen level
dependent) effect, which can dynamically reflect changes in brain activity signals.
However, there are some problems such as large amount of data and excessive inter-
ference noise in the research of fMRI. Therefore, how to effectively reduce and extract
the feature of fMRI data has become the core contents of the research.

Rough set theory provides a new method that can extract attribute reduction set
from fMRI data and obtain feature rules by subtracting the set. Rough set is a math-
ematical idea proposed by Polish mathematician Pawlak for dealing with uncertainty
data in 1980 [9]. The main idea is to keep the classification ability under the premise of
the same, get the problem of classification rules and decision rules through the
knowledge reduction [10, 11]. The ultimate goal of rough set theory is to generate the
final rule from the information (decision) system. There are two principles for the
derivation of a feature rule: first, the rules should be used for the classification of
database objects. That is, to predict the categories of unlabeled objects. Second, the rule
should be used to develop a mathematical model in the field of research, and this
knowledge should be presented in a way that can be understood by people. The main
steps to process the data using rough set theory are as follows: (1) mapping information
from the original database to the decision table (2) data preprocessing (3) calculated
attribute reduction (4) from the data reduction derived rules (5) rules filtering. One of
the most critical tasks is the reduction of the attributes of the data. In general, as a
decision table elements, the real object often produces a large amount of data, and these
data is not all valuable from the calculation point of view. Therefore, it would be
meaningful to be able to extract the most valuable information from the large decision
table effectively.

In this paper, a kind of K-means algorithm based on rough set optimization is
proposed to apply the classification of fMRI data. First, use the rough set of ideas in the
training set of fMRI data on the property reduction. Then, gain the best attribute
reduction by calculating the importance of the property, and regard the best attribute
reduction as an important attribute. Finally, treat the important attributes as data fea-
tures, and classify the test fMRI data by k-means algorithm. Furthermore, various fMRI
data experiments are used to demonstrate the effectiveness of the proposed method.

2 Knowledge of Rough Sets

Definition 1: Suppose P C R, P # (J, N P represents the intersection of all equiva-
lence relations in P, as ind(P), and [x];,4p) = () [X]g. ([x] is the non-distinguishable
PCR

set of x).

Definition 2: Four-tuples = (U, A, V, f) is a knowledge representation system, U
represents the domain of non-empty set of object, as U = {X1,Xa,---, X, }; A repre-
sents non-empty finite set of the indicators, as A = {a;,a,---,a,}, (where A = CUD,
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C represents the condition attribute and D represents the decision attribute); V is the
range of indicator a, as V= U V,(VV,€V); f=UxA — V is an information
function which given the value of a message to each attribute, where V= UV,
(VV, € V).

Definition 3 (Pawlak approximation space): Let U be a finite nonempty universe of
discourse. Let R be an equivalence relation over U. Then the ordered pair <U, R> is a
Pawlak approximation space.

Approximation operators: Let <U, R> be a Pawlak approximation space U/R =
{W1,W2.. . Wm} is a partition where W1, W2 ... Wm are all equivalence classes of R.
With each subset XCU, we associate two subsets:

R(X) = U{W; € U/R: W, C X} (1)
R(X) = U{W, € U/R: W:NX # &} (2)

Called the R- upper and R- lower approximations of X, respectively.

X's boundary of R bng(X) = RX — RX (3)
X'spositiveregionof R posg(X) = RX 4)
X's negative region of R negr(X) = U — RX (5)

Their relationship can be explained by Fig. 1.

U/R Ra(X) X R*(X)
NEG(X)
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Fig. 1. Sketch map of concept of rough sets

Attribute positive field: Suppose P and Q are the two knowledge of the Domain of
U. Definition positive field P of Q in fellow:

Posp(Q) = | J Posp(X) = {x|x € UA [x],C[x],} (6)
XeU/Q
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3 Experimental Methods
3.1 Data Acquisition and Data Preprocessing

(1) Data of different eye states

This study includes the following two behaviors: (1) Open eyes behavior. Subjects
were asked to open their eyes, pegged to the top of the machine cross, and kept the
frequency of blink as low as possible. (2) Close eyes behavior. Subjects were asked to
close their eyes, keep less visual input. Data acquisition process requires subjects to
keep their brain clear and keep away from the sleep state.

The BOLD fMRI data were acquired on a Siemens Trio 3.0 T of East China
Normal University with a gradient echo EPI with 36 slices providing whole-brain
coverage and 230 volumes, a TR of 2s and a scan resolution of 64 * 64. The in-plane
resolution was 3.5 mm x 3.5 mm, and the slice thickness was 3.5 mm.

(2) Data of Alzheimer’s disease and health

The data of 30 Alzheimer’s disease data which was used in the current study was
provided by the Alzheimer’s disease Neuroimaging Initiative (ADNI) database (adni.
loni.usc.edu). The ADNI is a public-private partnership guided by Michael W. Weiner,
MD, which was founded in 2003. ADNI’s initial target was to investigate and find a
solution to predict the progression of early Alzheimer’s disease and mild cognitive
impairment by means of a combination of positron emission tomography, magnetic
resonance imaging and other biological, neuropsychological and clinical evaluations.

The specific parameters for data acquisition are: Magnetic field strength 3.0 T
Philips with a gradient echo EPI with 48 slices providing whole-brain coverage and
140 volumes, a TR of 3s and a scan resolution of 64 * 64. The in-plane resolution was
3.31 mm X 3.31 mm, and the slice thickness was 3.31 mm.

The 30 healthy subjects’ data which was used in the current study, was provided by
Common database of neuroimaging (http://www nitrc.org/projects/fcon1000/). The
data was published by Professor Yufeng Zang in NIFTI format.

The specific parameters for data acquisition are: Magnetic field strength 3.0T
Philips with a gradient echo EPI with 33 slices providing whole-brain coverage and
215 volumes, a TR of 2s and a scan resolution of 64 * 64. The in-plane resolution was
3.13 mm x 3.13 mm, and the slice thickness was 3.6 mm.

3.2 Attribute Importance Calculation

Suppose that S =<U, A, V, f> is a knowledge expression system. A = CUD,
CND = C is the condition attribute set, D is the decision attribute. If U/C =
{X1,X2,-+,X,},U/D = {Y1,Ys,---,Y,} the degree of dependence between P and D
can be computed as [12]:

_ cord(x)] 1 & L
() = 1= S S e = g Y pesevl )
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Thus, the significance of an attribute a € C can be calculated from the set of
conditional attributes C as follows:

$ige_(oy(¢) = Ke(D) — K¢y (D) (8)

3.3 Best Attribute Reduction

The attribute significance of each condition attribute from each subject was calculated,
and the attribute significance of the same condition attribute was added, the order table
of attribute significance was obtained according to the order from large to small as well.
We counted the attribute significances which were obtained for the combination of
attribute reduction. In the premise of keeping the attribute table decision-making ability
unchanged, we selected the least amount and the highest attribute significance from the
combination of attribute reduction as the best attribute reduction.

3.4 K-means Algorithm

Step 1: From N data objects, K objects were selected as the initial clustering centers;

Step 2: According to the mean (central object) of each clustering object, calculate
the distance between each object and the central object, and divide the
corresponding object according to the minimum distance;

Step 3: Recalculate the mean of each cluster (central object);

Step 4: Calculate the standard measure function. When a certain condition is sat-
isfied, such as meet the convergence of the function, the algorithm termi-
nates; if the condition is not satisfied, then go back to step 2.

From the training set of data calculating the attribute significance, relying on the
attribute significance to select the best attribute reduction of the rough set, the attribute
of best attribute reduction was defined as an important attribute, and the rest of the
attributes other than the best attribute were defined as non-significant attributes. The
test sets for the two sets of data were tested separately; the K-means algorithm was used
to classify the important and non-important attributes. Take K = 2, randomly generated
the initial center of mass, the classification result was compared with the original data
label to obtain the classification accuracy n. Considering that the correspondence
between the label after K-means classification and the original label was uncertain,
therefore, only values with a classification accuracy greater than 0.5 were selected. If n
is less than 0.5, then 1 — n is the final classification accuracy. That is, the classification
accuracy is at least 0.5, and the highest is 1.

4 Result Analyses

4.1 Reductions in fMRI Data for Different Eye States

We randomly selected 30 groups of subjects, a total of 13800 data as a training set, and
4600 data of the remaining 10 subjects as a test set. After acquiring the attribute
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reductions, the best attribute reduction is obtained by calculating the attribute signifi-
cance. The best reduction in fMRI data for different eye states consists of 20 brain
regions listed in Table 1. Rank in descending order according to attribute importance:

{49,4,3,10,15,40,9,47,21,46, 16,42,41,50, 13,22, 11,44, 39, 35}.

Table 1. The best reduction in fMRI data for different eye states

ROI_name|ROI_Number

ROI_name|ROI_Number

ROI_name|ROI_Number

Frontal_Sup_Orb_L (3)
Frontal_Sup_Orb_R (4)
Frontal_Mid_Orb_L (9)
Frontal_Mid_Orb_R (10)
Frontal_Inf_Oper_L (11)
Frontal_Inf Tri_L (13)
Frontal_Inf_Orb_L (15)

Frontal_Inf Orb_R (16)
Olfactory_L (21)
Olfactory_R (22)
Paracentral_Lob_L (35)
Occipital_Sup_L (39)
Occipital_Sup_R (40)
Occipital_Mid_L (41)

Occipital_Mid_R (42)
Occipital_Inf_R (44)
Temporal_Sup_R (46)
Temporal_Mid_L (47)
Temporal_Inf_L (49)
Temporal_Inf_R (50)

4.2 Reductions in fMRI Data for Alzheimer’s Disease and Healthy

Controls

We randomly selected 20 groups of subjects, a total of 7100 data as a training set, and
3550 data of the remaining 10 subjects as test set. After acquiring the attribute
reductions, the best attribute reduction is obtained by calculating the attribute signifi-
cance. The best reduction in fMRI data for Alzheimer’s and healthy controls contains
17 brain regions listed in Table 2. Rank in descending order according to attribute
importance: {19,3,16,21,50,20,23,2,48,49,43, 8,40, 14,35,42,10}.

Table 2. The best reduction in fMRI data for different eye states Alzheimer’s disease

ROI_name|ROI_Number

ROI_name|ROI_Number

ROI_name|ROI_Number

Frontal_Sup_R (2)
Frontal_Sup_Orb_L (3)
Frontal_Mid_R (8)

Cingulum_Ant_R (20)
Olfactory_L (21)
Postcentral_L (23)

Temporal_Mid_R (48)
Temporal_Inf_L (49)
Temporal_Inf_R (50)

Frontal_Mid_Orb_R (10)
Frontal_Inf_Tri_R (14)
Frontal_Inf Orb_R (16)
Cingulum_Ant_L (19)

Paracentral_Lobule_L (35)
Occipital_Sup_R (40)
Occipital_Mid_R (42)
Occipital_Inf_L (43)

4.3 Data Atlas

In order to more intuitively reflect the differences between important attributes and
non-important attributes, the mean values of the different brain regions of each subject
were obtained. The data maps are produced as follows:

(1) Different eye state data_Average data map (Line 1 to 230 is closed eyes, Line 231
to 460 is opened eyes) (Fig. 2).
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(a) Data Atlas of 20 important brain regions  (b) Data Atlas of 30 non - significant brain regions

Fig. 2. Data Atlas of important and non-vital brain regions with different eye status data

(2) Alzheimer’s disease and normal control data _ Average data map (Line 1 to 140
is Alzheimer’s disease data, Line 141 to 355 is normal data) (Fig. 3).
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(a) Data Atlas of 17 important brain regions  (b) Data Atlas of 33 non - significant brain regions

Fig. 3. Data Atlas of important and non-vital brain regions with Alzheimer’s disease

We can clearly see from the two sets of data, in the data of the same control group,
the distinction in the data of important attributes is greater, and different categories of
data are more clearly distinguished. Therefore, the use of important attributes for
classification can have a better effect. And the non-important attribute data is usually
more disorganized and less distinct, so using it to classify is often ineffective and may
even affect judgement.

4.4 Clustering Algorithm Based on Rough Set Optimization

The result of the attribute reduction is taken as an important attribute, and the data that
has been subtracted is taken as a non-important attribute. Then the K-means algorithm
is used to classify the raw data, the data containing only the important attributes, and
the data containing only the non-significant attributes, respectively, where K = 2. The
results are as follows (Table 3):
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Table 3. Classification accuracy of K-means algorithms with different data

Type of data All attribute | Important attribute Non-important attribute

classification | classification accuracy % | classification accuracy %
accuracy %
Eye state 0.7159 0.8680 0.6239
Alzheimer’s disease |0.8113 0.8592 0.7328

It can be found that, using the important attributes that obtained by the attribute
reduction of the rough set to classify, can have a better effect. However, using the
non-important attributes that has been subtracted to classify, its accuracy will be less
than the raw data, and much less than the important attributes.

5 Discuss

In this paper, a K-means algorithm based on rough set optimization is proposed and
applied to the hierarchical fMRI data classification. First, the concepts of important and
non-important attributes were put forward. Applicate the rough set theory in the
training data set for reduction of attributes, and select the best attribute reduction
through the importance of the property. Regard the best attribute reduction of the
attribute as an important attribute, the rest attributes as non-important attributes. The
important attributes are the most significant cluster of data in the original attributes, and
the rest of the attribute often plays a very weak role in the classification, and even
affects the classification result. It can be seen from the experiment that the accuracy of
classification using the important attributes will be higher than the original data, and the
accuracy of the use of non-important attributes of the classification will be lower than
the original data, and far below the important attributes. Therefore, the use of important
attributes for classification calculation can greatly reduce the workload and can achieve
better classification results. In the next step, the experiment can be improved by
optimizing the attribute reduction algorithm, selecting the more reasonable strategy of
superiority, dividing the more detailed brain region and so on, and obtain the scientific
result.
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Abstract. The cognitive activities of human beings are complicate and diver-
sified. So far, there hasn’t been a universal cognitive model. Each cognitive
model generally only represents cognitive features in one or some aspects.
Therefore, this paper aims to, based on the granular computing theory and
principles, and with attributes and change laws as the main objects of the
cognitive course, proposes a cognitive model which not only can describe the
thing through attributes to represent the change law, but also can simulate the
cognitive decision-making course with respect to the attribute change of the
thing. Attribute granular computing, based on qualitative mapping, can simulate
the cognitive functions of human brain, such as granulation, organization and
causation. Petri net has asynchronous, concurrent and uncertainty characteris-
tics, which is similar to the characteristics of some cognitive activities in human
thinking process. Petri net is extended based on the basic concept and logic
calculation rules of attribute granular computing in this paper. Some basic
elements of a cognitive system, such as knowledge representation, reasoning,
learning and memory mode are initially showed in the extended Petri net. The
results show that this method can reflect the cognitive process of uncertainty
identification and decision-making in a certain extent.

Keywords: Cognitive and decision-making - Attribute granular computing -
Qualitative mapping - Fuzzy set - Petri net

1 Introduction

Neurophysiological studies indicate that human brain has a dual structure consisting of
senses and consciousness, which are two independent brain functions respectively
processed in two different parts in human brain [1]. According to the structure and
physiological functions of the human brain, paper [2] propose a physiology-based
cognitive logic theory which holds that the human brain is of a dual structure for senses
and consciousness; the sensory memory gets information from the external world, and
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the consciousness memory gets information from the sensory system; the perception is
the conjugation of the sensory information and the consciousness information; and the
same transformation exists between the sensory information and the consciousness
information. Paper [3] point out that the sense organs only respond to sensory attributes
which are sensitive to the sense organs. The information collected by the human brain
is the collection of sensory attributes, and the state, movement and change course of a
thing is reflected through attributes and the change course of such attributes. The
processing of the sensory attributes and their change laws is one of the core problems
of the information processing in human brain. The cognitive course of human beings
starts from these attributes received through sensory, and an attribute is essentially an
information granule.

Paper [4] summarized the human’s cognitive ability into: granulation, organization
and causation. The concept of the information granule given by paper [5] can be
interpreted with an attribute and its qualitative mapping operator, so that the granular
computing can be used to simulate a part of the cognitive functions of the human brain.

Decision making is actually a cognitive process. In the decision-making process,
people always make decision evaluation systematically from different perspectives in
order to obtain more reliable decision results. Qian [7] proposed the multigranulation
rough set theory, and proposed multigranulation decision rules which is consistent with
human cognition. Song [6] determined the weights of the attributes for the decision
objectives through mutual information and conditional entropy, and obtain the efficient
sorting results. Yao [8] put forward three-way decision model, which is a common
method of human cognitive decision-making. Based on the semantic model of
Bayesian decision, a practical and effective decision-making rough set model was given
[9, 10]. Three-way decision has been developed and applied in other areas [11, 12].

Feng [5, 13, 14] put forward a comprehensive decision and evaluation model of
attribute coordinate. It is a multi-index factors and multi-attribute decision-making
comprehensive evaluation model based on the qualitative mapping. The model is good
at simulating the process of psychological cognition of decision maker and gives
decision. Its characteristic is that its evaluation method is very close to the brain
cognitive thinking mode, which can reflect the cognitive psychological preferences and
their change curves of the decision maker. Based on this, this paper describes the brain
cognition and decision-making process using the model of attribute granulation.

However, due to the lack of a formal mechanism for the reasoning process of
attribute granule, Petri net is used to establish a cognitive decision-making model in
this paper. The Petri net is a formalization method with good structure, and is char-
acterized by concurrency, asynchrony, uncertainty and the like. It is similar to certain
cognition activity in the thinking course of the human brain. If the places and transi-
tions in the Petri net are simulated with attribute granule and qualitative mapping, the
Petri net will initially show the characteristics of some basic elements necessary to a
cognition system in terms of knowledge representation, knowledge reasoning,
decision-making, learning mode, memory mode, etc. This is a new trying.
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2 Qualitative Mapping Method in Cognition

Psychologists believe that human’s senses reflect simple attributes of a thing while
human’s consciousness integrates such simple attributes into comprehensive attributes
of the thing. Let a(x) be sensory attributes of a thing x. The value of a(x) generally can
be divided into quantitative attribute value d,) and qualitative attribute value Py(y).
When x has qualitative attribute value Pgy), it is said that the x has the “properties”
referred in Py(y. If Py is the property by which the thing x can be distinguished from
other things y, the P, is called one property or characteristic of thing x [15].

Let d(x) be a quantitative value of the property p(x), and [o;, f5;] be a certain
qualitative criterion domain of p(x). If d(x) € [o;, f;], [, f;] is a neighborhood
of d(x) [16].

If [0, B;] and [o;, B;] are the qualitative criterions respectively for property p;(x) and
property p;(x), we can perform the following logical operations on [0, f;] and [a;, f;].

(1) Logic not: ~ [, B], ~ [0y, B;]-

(2) Logic and: [0, B;] A [, B;]. The intersection [0, B;] N [o, B;], which can be con-
sidered as the qualitative criterions for the conjunction property
9(x) = pi(x) A py ().

Property pi(x) and property p;(x) are homogeneous if a criterion [0, ﬁl-j] €
[0, Bi] N[0y, B;] exists and makes a(x) € [0, B;] A b(x) € [, B] for any quan-
titative value a(x) of p;(x) and any quantitative value b(x) of p;(x). Or otherwise,
pi(x) and p;(x) are heterogeneous.

(3) Logic or: [, ;] V [o, B;]. The intersection [o;, f;] U oy, f;] can be considered as
the qualitative criterions for the disjunction property r(x) = p;(x) V pj(x).

(4) Logical implication: [o;, B;] — [0, B;].

Let I' = {[o, f]]i € I} be the cluster of all qualitative criterions of a proposition p.
The mapping ¥ : I' — I is called as the criterion mapping of proposition p [10]. If
[0, B;] € I exists for any [o;, ;] € T, then

P([ou, Bi]) = [, ﬁj}

¥ is called as the qualitative criterion transformation from [o;, ;] to [, #;], and noted
formally as [o;, ;] — [O‘./‘vﬁj]~

Obviously, homogeneous relations are equivalent based on the criterion mapping,
while heterogeneous relations under the criterion mapping can be transformed when
certain conditions are satisfied.

Philosophically, the law of quantitative change to qualitative change is represented
as the transformation of quantitative properties to qualitative properties. Literatures
[12] provide a mathematic model of this cognitive law:

Definition 1 [3]. Let a(o) = A a;(0) be the integrated attributes of n factor attributes
i=1

ai(0),i=1,...,n, and x = (x,...,x,) be the quantitative value of a(o), where:
x; € X;CR is the quantitative property value of a;(0),p;(0) € P, is a certain attribute of
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a;(0), I = {[oc,, Billlo, B;] is the qualitative criterion of pi(0)}, and hypercube [o, 5] =
] x...x [0, B,] 1is the qualitative criterion of integrated attribute

o1, By N

plo) = ii\lp,«(o). The mapping 7:X x I' — {0,1} x P, is called the qualitative
mapping (QM) of x = (xy, . .., x,) with n-dimensional hypercube [, ] as a criterion. If
a property p(o) = iZ\1p,-(0) € P, with [a, 5] € ' and [, 5] as criterion exists for any
x € X, then:

w(x, [0, B) = A (3 € [, B) = A 7,00 (1)

i=1 ? i=1

where, 1,,,(,)(x;) = { (1) j: ; %Z: gﬂ is the real value of the property proposition pA0).

The numerical domain d,,, of attribute a(x) of the thing x and the criterion domain
cluster I' = {[o;, B}]|i € I} form a criterion topological space T (d,(), I'). Therefore,
the Definition 1 actually is a cognitive mode of the granular computing done in the
criterion topological space.

3 Attribute Granules in Cognitive and Decision-Making

A granule is not only a cluster or a collection of entities, but also the abstraction of such
cluster or collection [17, 18]. If all attributes of a thing is considered as a whole, a
certain attribute can also be considered as a granule. The qualitative mapping, which
creates maps from an attribute to a property, is an intuitive attribute computing but also
an intuitive granular computing. Attributes are closely related to the qualitative crite-
rion, or in other words, attributes are closely related to the qualitative mapping. When
we say a thing x has the property p(x) referred in P,x, (the quantity property of an
attribute a(x)), what we really mean is the thing has the property p(x) under certain
qualitative criterion. Therefore, an attribute with a bigger structure intuitively com-
posed of attributes which contain qualitative criterion or qualitative mapping is called
an attribute granule.

An attribute granule in the attribute topological space can be expressed as a 2-tuple:

(Pv F) = (pi(x)v [ai’ﬂi])v or (P7 F) = (da(x)a [“iaﬁi])

where, a(x) is a sensory attribute of a thing x, p;(x) is the property of a(x), [0, fi;] is a
qualitative criterion domain, d) is a quantitative attribute value of a(x), and a granule
(pi(x), [o4, Bi]) is referred to as I'i(p;) for short. Formally, an attribute granule some-
times can also be equivalent to a first-order predicate formula.

Definition 2. Let I'(p;) and I’ (pj) be two attribute granules. The computing formula of
I'(p;)) and I' (pj) with respect to logic connector can be defined as follows:

® ~TI(p;)=(~pi,I"), where, I'" is the complementary operation of the
qualitative criterion of I';
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@ Ti(p:) AT(pj) = (pi(x) Apj(x), [oa, B N o, B], W () = T7).
@ Ti(pi) vV Ii(pj) = (pi(x) Vip(x), [0, Bi] U oy, By, P (7)) = Tj).
@ I'i(pi) — Fj(pj) = (pi(x) Apj(x), [“i,ﬁi] - [O‘jvﬁj]a Y(Ii) = Fj)~

Where, V is attribute disjunction, A is attribute conjunction, A is attribute integration
or reasoning, and ¥ is qualitative criterion transformation.

Definition 3. A formula (I';(p;)) is true if and only if the true value of its transfor-
mation function #(I';(p;)) is 1 or above 0.5.

Definition 4. The logical formula of an attribute granule can be interpreted semanti-
cally as:
A quadruple (4-tuple) D:

D={U,¥,n{l,iel}}
(D U is a non-empty set called domain of interpretation (DOI);
@ V¥ is a mapping and P : U — U;

@ Foranyicl,n:U xT;— [0,1]is a degree function;
@ T; is the qualitative criterion domain.

In the interpretation D, each qualitative criterion transformation formula P corre-
sponds to an element v(P) in [0,1], which is called the true value of qualitative criterion
transformation formula P in interpretation D, where:

D If P is the logical formula of the attribute granule (I'i(p;) = (pi(x), [, Bi])s
then:

1 U?ﬂ RS [O(h ﬁl]
v aj, = X
(pi(x): lai. b)) {ﬂ if x & o, B
@ If P is the logical formula of the attribute granule ~ G, then

v(~ G) = (W(G)) = v(~ pi(x), I — o, Bi);

@ If P is the logical formula of the attribute granule G V H, then
v(GV H) = v(pi(x) Vpj(x), [, fi] U oy, B]);

@ If P is the logical formula of the attribute granule G A H, then
V(G NH) = v(pi(x) Apj(x), [, Bi] N [, Bi]);

® If P is the logical formula of the attribute granule G — H, then

WG — H) = v(pi(x) = pi(x), o5, fi] = ¥ ([os, Bi]))

Where, = is attribute reasoning.
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Definition 5. G and H in the logical formula of the attribute granule are called
equivalence. If the assignment of any interpretation D is v(G) = v(H), then G = H.

Definition 6. I';(pi) — I'i(p;) is an interference in the logic of the attribute granule,
which means that there is a mapping ¥;:I' — I' to make ¥j([os, Bi]) = [, B;] if

(pi(x) = p;(x)).
4 Cognitive Decision-Making and Fuzzy Attribute Granule

Definition 7 [5]. A mapping n:X x I' — [—1,1], is a function representing the
transformation degree of quality property set pi(&). If Jn(x) € [-1, 1]; for
V(x,N(&;,9;)) € X x T, then:

n(x, &, 6:) = |x = &| L6 = ni(x)

where, the N(&;, 9;) is the qualitative criterion domain, d; is radius of the domain, ¢; is
core of the domain, #,(x) is diversity factor of |x — &| and J; as to the mathematics
nature.

Zadeh studied the size of divided class or granule and defined the information
granularity as a proposition: value of x belongs to the fuzzy subset G C U by mem-
bership A. The x is a variable of U and the value of x is an entity of U, represented by
g =xis G is A, and noted formally as:

g = {u € U: value of x (v(x) = u, v is assignment symbol on U) is calculated based
on membership of A in the fuzzy set G C U.}.

Obviously, in the formulation above, 0 < 4 < 1. Based on fuzzy set theory, A is a
fuzzy membership function. Based on logic, the A is the fuzzy truth value or probability
of the proposition.

It is easy to figure out by comparison that: under the qualitative mapping t with
transformation program function, a information granule (pi(x), [o;, B:] or (dyx), [0 Bil)
in Definition 1 shows that ‘the fact attribute a(x) having the property p;(x) is calculated
based on the membership of the attribute value d ) in the criterion [«;, f;]’. They are
the same in essence.

Definition 8. Let the criterion domain N;(o;, ;) be the core of a fuzzy set A, namely
Nyo;, r)) = Ay = {x | pa(x) = 1}. The p4(x) is membership of x € A. A cut set of A is
A; = {x|uax) > A}, 4 € (0,11, A € (0,1], consisting of element x of membership not
less than A. ¥, is the A criterion transformation of the fuzzy set A whose core is N{o;,
r;) if it meets following equation:

Vi(N:) =4,

¥ ([0 Bi]) = N(To(0i), ¥a(ri)) = No(0k; 1)
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Definition 9. Let A and B be two fuzzy sets with criterion domains [o;, ;] and [0y, Bi]
as cores respectively. ¥, is the criterion transformation from [o;, ;] to [o, il if it
meets following equation:

lpa([“ia ﬁz]) = N('P:x(oi)v lIltx(”i)) = Na(oka Vk)

The following theorem can be obtained immediately:
Based on the Definition 10, criterion transformation ¥, as the composite trans-
formation of ¥, and A-criterion transformation if it meets conditions below:

q/“.i(Ni) = qj,l . 'P“(Ni) = WA(N“) = N;b(Ogg,ra)

The mapping 17 : X x I' — [—1, 1] is the transformation degree function for p;(x) to
reflect its nature characteristics; if V(x,N(&;,di)) € X x I', In;(x) € [—1,1], which
makes

7’](% &, 51’) = |X - §i| 1o = ﬂi(x)

where, #7;(x) is the variability between |x — &| and ;.

5 Set Up Cognition Formal Model with Attribute Granule

The transition nodes in Petri net can be viewed as a qualitative mapping, and the
quantity properties, quality properties and qualitative criterion domain mapping of the
attributes of a thing care places in the Petri net. Therefore, if the place nodes are
extended into an information granule, the transition nodes will naturally be the granular
transformation mapping. The definition of ordinary Petri net is extended below, and is
considered as a cognitive system model.

Definition 10. The form of a cognitive system can be defined as a nonuple (10-tuple)
Petri net:

CSPT = {P,T,F;M,,S,0,N,W,¥,I'}

where, P is a finite set of place nodes of attribute granules; 7 is a finite set of transition
nodes of attribute granules, equivalent to a granular transformation; and F is a marked
relation on P x T, representing the connections of place nodes to transition nodes, the
rated input and the input strength calculation function S on connection line, as well as
the corresponding connection strength. M, is a function defined on P with its value
range being [0, K] (K is a bounded real number), indicating the initial marking of the
place nodes at the beginning of the operation; N is the output strength function at a
qualitative level; O is the operation of m-dimensional weighted qualitative operator;
¥ is the criterion transformation, I' is qualitative criterion; and W is the attribute
weight, a function of I
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If the number of input link in any place node is 0, the place node is called as the
input node of RS. If the number of the output link n any place node is 0, the place node
is called as the output node of CSPT.

CSPT is mainly characterized in that:

(1) The starting threshold of transition nodes of CSPT is the detection threshold of
sensory nerves, and the starting course is the transformation of the qualitative
mapping degree.

(2) Directed edges in CSPT can be divided into input link and output link. For any
node, the link pointing to it is called its input link and that deviating from it is
called its output link. The link strength is attached to the input and output links.

(3) The capacity of place node is a bounded real number and the start-up of transition
node depends on whether value of the input of quantitative (or qualitative)
property of attribute on the input link, connection strength and the degree function
of qualitative mapping (which is called input strength) is higher than the starting
threshold of the transition node.

This is an operable net. The logical relationship between place nodes can be rep-
resented as shown in Figs. 1, 2 and 3. Decision problems described in the qualitative
mapping model can be represented by CSPT in a vivid and visual manner.

4]
p
Q»K.'g ’”8>|—<>“
p
p
p p [5) p p

Fig. 1. One cause to mul-  Fig. 2. Multiple causes corre- Fig. 3. Multiple causes to
tiple effects spond to the same effect one effect

6 Decision-Making in CSPT

Paper [19, 20] proposed a logical structure of memory which holds that the sensory
storage in the three-stage processing model for memory information is merely an
input-oriented storage. In view of the whole process from input to output of the sensation,
consciousness and the qualitative mapping, paper [21] indicate that the sensation is a test
response to all simple attribute properties of an object, and that the consciousness is
responsible for integrate them to form the overall consciousness of human brain to the
object. The pattern recognition of the outer attribute information granules through sen-
sation and consciousness can be represented with the following classification function:

5, (pi(0, [0, B]) = syAT(ps) — { sy(x,y)  If 5,(x) is a simple factor of p;(x)

—sy(x, ) or
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where, (p(x), [0, B;]) and I' (p;) represent the attribute granule of a thing x, s, is
sensory neuron which can be considered as the mapping of memory set M(x, y) of the
thing x from attribute set P, to a subject y. Namely, s,: P, — M(x, y). A is an extraction
operation.

The representation of attribute granules in CSPT is more natural, and the whole
process of knowledge representation reflects the reasoning course of thinking operation
in the human brain.

Assume the following thinking operation exists, M(y) is the memory set of a subject y,
and s;(y) € M(y) is detecting neurons (or sensor or the like) of the attribute s;(x) of a thing
x. Let Py ={p;(x)|j=1,...,n} be the set of the attribute granules of x, and p
(x) = Apj(x) be the integration of r (r < n) attributes of x, where, A is integration
operator. If r = nand T(x) = Ap;(x) is the integrated (comprehensive) attributes of x, then,
the attribute detection on 7(x) by sensory neuron siy) can be represented as a mapping
s{y): P, — M(y) from P, to M(y), and:

si(T(x)) = si(y)A(pi(x), [0, Bi]) = si(x, y)

si{x, y) € M(y) is the sensory image of s,(x) in M(y). The above formula indicates
that: if 7(x) contains attributes s;{(x) which can be detected by si(y), then s(y) will
decompose and extract si(x) from 7(x), and store the detection image s,(x, y) in M(y). Or
otherwise, s{y) will tell the computer that x doesn’t have attribute si(x). The
decision-making process of the above thinking operation can be represented in CSPT
as shown in Fig. 4.

(pi(x)’ [auﬁl]

<

(px), [, B

Fig. 4. Decision-making in CSPT

7 Conclusion

Sense organs of human being receive all kinds of sensory attribute information and
respond accordingly. A thing represents its state, movement and change with its
attributes and the attribute change courses. The cognitive process of human beings are
closely related such attribute information received. Philosophical opinions hold that
attribute not only expresses the quality property which needs to be expressed, but also
has quantity property which needs to be limited and regulated. Based on such philo-
sophical opinions in combination with the theories with respect to granular computing
and qualitative criterion transformation, this paper provides the basic mathematical
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model of the cognition and the definition of Petri net. However, the cognitive process
of human beings is very complicated. This paper gives merely the framework of a basic
cognitive mode. More study work needs to be done.
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Abstract. This paper considers power control problem based on Nash equi-
librium (NE) to eliminate interference in multi-cell device-to-device (D2D)
network. The power control problem is modeled as a non-cooperative game
model, and a user residual energy factor is introduced in the formulation. Based
on the proof of the existence and uniqueness of Nash equilibrium, a distributed
iterative game algorithm is proposed to realize power control. Simulation results
show that the proposed algorithm can converge to Nash equilibrium quickly,
and obtain a better equilibrium income by adjusting the residual energy factor.

Keywords: D2D - Nash equilibrium - Power control - Game theory

1 Introduction

With the requirement for high speed and efficiency of data transmission, the limited
spectrum resource brings great challenges for mobile network communication. D2D
communication is a new wireless technology, where two devices can communicate
with each other without exchanging information from base station, so that it cannot
only reduce the burden of base station, but also improve communication quality of
cellular users [1]. However, the D2D users will be suffered from interference of other
users in cellular system. Therefore, the interference elimination has been investigated in
recent years [2].

In [3], the authors studied that the D2D users and the cellular users use the same
channel resources by multiplexed mode. Although it can improve spectrum utilization,
it will introduce a new kind of interference. The authors in [4] investigated a power
control method for single cellular system containing one cellular link and one D2D
link. The algorithm can reduce the interference significantly between D2D users and
cellular users. In [5], the authors studied the interference elimination problem of
multi-cell D2D network, where the cellular users are communicated by base station
schedule and the D2D link communication is guaranteed by power control.

The previous work mainly focused on the centralized power control method for
D2D network, while the distributed implementation is less concerned. Therefore, we
studied distributed power control method in this paper by use of game theory. We first
establish a static game model in hybrid multi-cell D2D network, and then prove the
existence and uniqueness of the Nash equilibrium. Finally, the distributed power
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control method is iteratively implemented to obtain the optimal state of Nash equi-
librium. Simulation results show that the game model designed in this paper can
converge quickly to Nash equilibrium, and the system can get better balance by
adjusting the residual energy factor.

2 System Model

The system model of D2D network is shown in Fig. 1. We consider a multi-cell system
containing D2D links, and the adjacent cells use the same frequency band for multi-
plexing communication. Assume there are N cellular and D2D links in the system to
use the same frequency resource. To eliminate the co-channel interference among the
different cellular links and the interference between the cellular links and the D2D
links, we propose a power control method based on game theory with pricing
mechanism.

Fig. 1. D2D network system model

According to game theory, there are three elements should be considered, which
include the player, the strategy and the utility function. We define the power control
model as G = [N, P, U] in multi-cell D2D network, and introduce the three elements:

(1) Player: Assume each cellular link and D2D link are the participants making
decision of the game. We denote N = {1,2, ..., N} to be the participant set and
each element represents one communication link.

(2) Strategy: Assume one communication link is denoted by j & N, where the
transmit power is p; € P;. Here P; is the available transmit power region of the
link j, i.e. the strategy space of the game player. All the strategies constitute
P = (p1,pa2, - -, pn), and all the strategy space combinations can be expressed by
P = x;enP;. Besides, P_; € Xy, i P; represents all the left users’ strategy space
combination except the link j. Let Pj = [0,pmax] and ppax is the maximum
available transmit power for the user.



106 K. Zhang and X. Geng
(3) Utility function: Define w; (pj,p—;) = log |1 + —2# | — gihip?, where u; is

the utility function of user j and it represents the payoff obtained by the game
players after making decision. &; is the channel gain of the link j and ¢ is the
variance of the additive white Gaussian noise. Unlike [6], we introduce a user
residual energy factor ¢ in the utility function, which is defined as

e = EM™ /AL, (1)

where AE; is the residual energy transmitted by link j, and its maximum valve is E"**.
The energy factor ¢ describes a price law. On one hand, when the supply exceeds the
demand, the payment for the price of energy consumption is low and the user can
consume more energy to obtain better performance. On the other hand, when the
demand exceeds supply, the energy consumption should pay more prices. Therefore,
adjusting ¢ can make the performance and energy consumption in a reasonable trade-off
state. Note that ¢ is regarded as a control factor in the simulation.

Here we formulate the problem to establish a non-cooperative power control game
model with pricing mechanism, which is

max u;(pj,p—i),J] € N 2
B i (pjsP—1)J 2)

In this paper, we use Nash equilibrium to solve the problem. We define the policy
combination p* = (p*{7 Dise oy p;‘\,) € p as a Nash equilibrium, and establish the below
expression

Mj(P;»Pij)Z”j(pjaPij)aVPj GPj,jGN (3)

If the game players adopt the strategy combination p*, they cannot leave and change
the strategy combination, so that the Nash equilibrium will be the optimal solution.

3 Non-cooperative Power Control Game Analysis

According to the model in Eq. (2), we prove the existence and uniqueness of Nash
equilibrium in this section. After that, we use a distributed iterative power algorithm to
solve the Nash equilibrium point.

3.1 Existence

Theorem 1: Nash equilibrium exists in the power control game model G = [N, P, U].

Proof: Power strategy space is a non-empty, closed, and bounded convex set in
Euclidean space. The utility function u; is continuous for the strategy combination p, so
that we obtain
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0u;(py,r—) —gh
- = - 5~ 28jhj <0 (4)

apjz R N
-+ Z I’lkpk + thjpj
k=1, k#j

Therefore, u;(p;, p—;) is quasi-concave for p; of the j th player [7]. According to the
game existence theorem in [8], the game G has Nash equilibrium.

3.2 Uniqueness

Theorem 2: The iterative game algorithm can converge to the unique equilibrium
point.

Proof: If we want to prove there is Nash equilibrium point in the game, the iterative
function should meet the positive r(p) > 0, monotonic r(p) < r(p’), and expandability
r(Tp) > +r(p), where r(p) is the optimal response strategy set.

Given the strategies p_;, the optimal response strategy set of game players is

0-) = (rile; = sremaxin.-) ) ®

All the players r;(p_;) form the vector as

r(p) = (rl(pfl)7r2<p*2)7 Tty rj(pfj)7 Tty rN(pr)) (6)
According to the concave of utility function, we have argmax u;u; (pj, p,j) =
pi

min (ﬁjapmax) .

Let
u; (pj, p—;) &h
51; == N ] — 28jpjhj = 0 (7)
! g2 + Z hkpk + thjpj
k=1, k#
and we obtain
2
N N
— <o’2 + Z lupk) + (62+ E hkpk> + 2¢;h;

~ - N k=1, ki (S (8)
Dj=Dj (p*j) - 26k

(Negative solution)
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Therefore, the optimal response strategy is

*_

p; = p; (p—) = min (P}, pmax) 9)

The optimal response strategy vector is

r(p) = (PT(P—I)vpz(P—z)7"'vpjv(P—N)) (10)

(1) Positive: If p > 0, then r(p) > 0. If all the elements of a vector are not less than the
corresponding elements of another vector, the former one will be greater than or
equal to the latter vector.

(2) Monotonicity: If p > p/, then r(p) <r(p’).

Proof: If p >p/, then

N N
Y =+ > (11)
k=1, kj k=1, k#j

N
Letx=0’+ . mpx, we have

k=1, kj
—x+ /X2 +2¢h;

= - 12

1) o (12)
and obtain
df (x) 1 1 X

= - + <0 13

dx 28jhj 28jl’lj \/x2 + 28jhj ( )

The function is a monotonically decreasing function, i.e. r(p) <r(p’), so that the
optimal response strategy vector satisfies the monotonicity.

(3) Extensibility: If VT > 1, then r(Tp) > %r(p).

Proof: We have

2
N N
— (02 +T hkpk> + (02 +T hkpk> + 2¢;h;

k=1, ki k=1, ki

pi(Tp) = (14)

28jhj
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2
N N
—<0'2+ > hkpk>+ <02+ > hkpk) +2¢h;
1

k=1, k#j k=1, k#j

L) =L (15)
T J( ]) T 2‘3/]1.1'
so that
v 2
> +T Z hpi | + 2+T Y hpr| +2¢h;
pj(Tp_]) o k=1, k#j k=1, k#j
7P-i(P-)) N 2
0'2 —+ Z hkpk —+ 0'2 + Z hkpk —+ 28jhj
k=1, k#j k=1, k#j
(16)
v 2
(0'2 —+ Z hkpk) ((72 —+ Z hkpk) —+ 28jhj
k=T, kAj k=T, kAj
=7 >1
2
N N
(02 +T Z hkpk) + (0'2 +T Z hkpk) —+ 28jhj
k=1, k#j k=1, k#j
and we obtain
1
(1p) > Zr(p) (17)

It means that the optimal response strategy vector can be extended.
According to the Ref. [9], we can conclude that the non-cooperative power control
game has a unique Nash equilibrium point, which can be simply expressed by

p=Pi(p-1), Pr(p-2).- -+ Py (P-n)) (18)

3.3 Distributed Iterative Game Algorithm

Based on the proofs in Sect. 3.2, we present a distributed iterative algorithm to solve
the Nash equilibrium. The realization is summarized below.

Step 1: Define the number of iteration M, and the stop criteria U.

Set m = 0.

Set the initial value of the strategy combination p(®) = 0;
Step 2: Setm =m+ 1.

Update the strategy via Eq. (9) to obtain new strategy p”) by use of p
Step 3: Repeat step 2 until p™ — p("~1) < U, and the algorithm ends. The output of

(mfl).

Nash equilibrium point strategy is p.
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Note that the players only know their own channel gain 4; and the corresponding
energy factor ¢; when the Nash equilibrium point is calculated, so that the algorithm is
implemented by distributed way.

4 Simulation Results

In this section, we perform the proposed non-cooperative power control game algo-
rithm in D2D network by matlab simulation. The wireless system in simulation
composes four cells ¢;—c4, and each cell has single cellular link and single D2D link, so
that N = 8. The game player set is expressed as N = {1,2, ..., 8}. Assume all the
links use the same frequency band. The link gains &; of the four cellular links are
assumed to be 0.5, 0.7, 0.9, 1.1, and the other four D2D links gains are 1.2, 1.6, 2.0, 2.
The variance of additive white Gaussian noise is unit. The maximum transmit power
Pmax Of the D2D link and the cellular link is also unit. The compared algorithm comes
from Ref. [9].

Figure 2 shows the valves of utility function varied with the iteration number. The
control factor is set to be 2. Note the control factor in Ref. [9] represents power coef-
ficient. From the simulation, it can be seen that our algorithm converges to the stable
state within six times, while the compared algorithm in Ref. [9] needs eight times.
Therefore, our method can converge more quickly than the compared one. Besides, we
find that the valve of utility function of our method is bigger than the compared method,
which means our method is more stable.

1.2 T T T

—&— our algorithm
—+— compared algorithm

0.8

0.6

0.4

Utility function value

0.2

-0.2 ! .
0 5 10 15 20

Number of iterations
Fig. 2. Utility function value comparison for two algorithms
Figure 3 gives the bar chart of the iteration number varied with the control factor. It

shows that our algorithm has smaller iteration number when the control factor is bigger
than 1, which means the algorithm is more efficient.
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Fig. 3. Comparison of iteration number for two algorithms

Figure 4 gives the transmit power results for all of users in Nash equilibrium state.
It observed that all of transmit power of users tend to be stable. Hence the proposed
price function can make the system achieve the equilibrium stable state.

0.4

0.35

0.3

NE transmit power
<3
e )
N o

4
o

0.1

0.05F

1 2 3 4 5 6 7 8
User sequence

Fig. 4. Transmit power of each user in Nash equilibrium

From the simulations, we conclude that the power control algorithm based on
pricing mechanism can effectively improve the performance of the system if pricing
factor is adjusted reasonably.
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5 Conclusion

In this paper, we investigate the power control problem in D2D network. A non-
cooperative game model based on pricing mechanism is established to eliminate the
interference in complex environment. We design a price function and prove its exis-
tence and uniqueness, and then propose a distributed iterative algorithm which can
converge to Nash Equilibrium point. From the simulation, it can be observed that our
algorithm improve the system performance compared with the conventional method.
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China (Nos. 61401270, 61601283).

References

1. Fodor, G., Dahlman, E., Mildh, G., et al.: Design aspects of network assited device-to-device
communications. [EEE Commun. Mag. 50(3), 170-177 (2012)

2. Doppler, K., Rinne, M., Wijting, C., et al.: Device-to-device communication as an underly to
LTE-advance networks. IEEE Commun. Mag. 47(12), 42-49 (2009)

3. Janis, P., Yu, C.H., Doppler, K., et al.: Device-to-device communication underlaying cellular
communications systems. Int. J. Commun. Netw. Syst. Sci. 2(3), 169-247 (2009)

4. Yu, C.H., Tirkkonen, O., Doppler, K., et al.: Power optimization of device-to-device communi-
cation underlaying cellular communication. In: Proceedings of ICC 2009, Dresden, pp. 1-6 (2009)

5. Belleschi, M., Fodor, G., Abrardo, A.: Performance analysis of a distributed resource
allocation scheme for D2D communications. In: Proceedings of Globecom 2011, Houston,
pp- 1-6 (2011)

6. Chen, H., Wu, D, Tian, H., Wang, X., Du, J.: Non-cooperative game power control method
in D2D network. Military Commun. Technol. 34(4) (2013)

7. Boyd, S., Vandenberphe, L.: Convex Optimization. Cambridge University Press, California
(2006)

8. Glecksberg, I.: A further generalization of the Kakutani fixed point theorem with application
to Nash points points. Proc. Am. Math. Soc. 3, 170-174 (1952)

9. Sung, C.W., Leung, K.: A generalized framework for distributed power control in wireless
networks. IEEE Trans. Inf. Theory 51(7), 2625-2635 (2005)



HCI Based on Gesture Recognition
in an Augmented Reality System for Diagnosis
Planning and Training

Qiming Lil’z(%), Chen Huang3, Zeyu Li** Yimin Chen>,
and Lizhuang Ma'

! Department of Computer Science and Engineering,
Shanghai Jiaotong University, Shanghai 200240, China
2 College of Information Engineering, Shanghai Maritime University,
Shanghai 201306, China
gmli@shmtu. edu. cn
3 Department of Computer Science and Technology, Shanghai University,
Shanghai 200444, China
4 Computer Center, Ruijin Hospital,
Shanghai Jiaotong University School of Medicine, Shanghai 200025, China

Abstract. An Augmented Reality System for Coronary Artery Diagnosis
Planning and Training (ARS-CADPT) is designed and realized in this paper. As
the characteristic of ARS-CADPT, the algorithms of static gesture recognition
and dynamic gesture spotting and recognition are presented to realize the
real-time and friendly Human-Computer Interaction (HCI). The experimental
results show that, with the use of ARS-CADPT, the HCI is natural and fluent,
which improves the user’s immersion and improves the diagnosis and training
effects.

Keywords: Gesture recognition * Augmented reality - Human Computer
Interaction

1 Introduction

Presently, 64 multi-slices computed tomographic coronary angiography technology has
been considered as an effective way to diagnose coronary heart disease [1]. In the
preoperative diagnosis planning process, the doctors are not accustomed to carry on the
interactive diagnosis with computer by using the mouse and keyboard. 3D recon-
struction based on Computed Tomography (CT) image sequence combined with
augmented reality (AR) technology can effectively solve the above problems.

AR is a new technology that strengthens the user’s perception of the real world by
superimposing the virtual 3D information generated by the computer system onto the
real scene. In fact, medicine is one of the earliest application fields of AR technology.
State Andrei et al. [2] can draw a virtual 3D fetus on its abdomen position by ultrasonic
scanning a pregnant woman. The doctor can understand the move and kick ability of
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the fetus through the Helmet-Mounted Displays (HMD) in 1994. AR technology can be
used as an auxiliary means of surgical visualization. The 3D data of patient can be
collected through Magnetic Resonance Imaging (MRI), CT or ultrasound images.
According to the data, the corresponding virtual information can be rendered in real
time. Combining with the actual situation of patient, the doctors can get more complete
information, and improve the operation finally [3]. Wu [4] implements a spine surgery
AR system, in which the surgeons can make use of 3D virtual model of preoperative
patients to carry out spinal surgery simulation practice. In minimally invasive surgery,
AR technology enables doctors to obtain the clairvoyant ability and improve the quality
of surgery [5]. AR can also be used for medical training. According to statistics, over
50% of the augmented virtual reality application system are used in medical training,
the most of which are realized based on virtual reality (VR) technology [6]. The
amount of application system based on AR is relatively less. The AR based aid medical
training system [7] is used to achieve medical training and examination through human
body modeling.

The natural and real-time HCI is one of the three important features of AR system
[8]. However, the traditional interaction mode such as using the mouse and keyboard
cannot meet the application requirements. People are eager to realize the HCI in a very
natural way. Gesture is just the most natural and intuitive way of interaction in human
communication except language. Therefore, HCI based on gesture recognition has
become a hot research topic. Gestures are usually defined as hand shapes and move-
ments produced by the combination of palms, fingers, and even arms. The task of HCI
based on gesture recognition is: firstly, recognize the meaning of the gesture correctly
according to the data captured in real time, then trigger the corresponding instruction,
and make the system feedback finally.

An AR system used for coronary artery diagnosis planning and training is designed
and realized in this paper, which is called ARS-CADPT in the following paragraph.
The system is very complicated, but the HCI based on gesture recognition is mainly
discussed in this paper. The operating user or the lecturer can interact with the 3D
model of the coronary arteries in a natural and intuitive manner with the defined
gestures, and can perform simulation measurement of radius of vessels, and thus
achieve a comprehensive and intuitive presentation and an accurate and detailed
explanation of the patient’s situation. The interns or students can understand and study
the patient’s coronary detail situation on a large tiled screen.

2 System Architecture

2.1 The Hardware Architecture of ARS-CADPT

As shown in Fig. 1, ARS-CADPT is constructed based on cluster architecture. It
consists of several high-performance workstations, a parallel rendering and tiled dis-
play subsystem and a series of equipment for interaction data capture. Server 1 is used
for 3D reconstruction of coronary artery based on CT images and storage the 3D
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coronary artery model database of all the previous patients. Server 2 is the surveillance
and control center of the system. Server 3 is used for processing the lecturer’s inter-
action data which is captured by the equipment such as Leap Motion, magnetic tracker,
Microsoft Hololens, and so on. The display subsystem is consists of 5 parallel ren-
dering nodes and a tiled screen, which is used for study, view and emulate for the
student and intern users.

Orilﬁ;;lgéSCT 3D reconstruction Communication ieabit switch
& model database & control gigabit switc
Server 1 Server 2 gigabit Ethernet
(
Server 3 h HCI processing
Ry Parallel
‘ N ‘ rendering
e — ) W H D MI nodes

]

magnetic
tracker

Leap Motion ~ Hololens

- Sphcmg screen

Operator & lecturer & & 8 Student users

Fig. 1. The hardware of ARS-CADPT

2.2 The Software Framework of ARS-CADPT

The ARS-CADPT is realized based on multi-thread technique. The main thread is used
for the diagnosis and training process, the HCI thread is used for the real-time inter-
action with the 3D coronary artery model, and the feedback is displayed to the users via
the display thread. Therefore, the system mainly includes three function modules. 3D
coronary artery reconstruction based on CT images, real-time HCI based on gesture
recognition and synchronous display based on parallel rendering. Here into, the HCI
module is the characteristic of the system. The interaction gestures used in the system
are defined firstly. Then the algorithms for static gesture recognition, dynamic gesture
spotting and recognition are proposed. The corresponding interaction operations are
triggered according to the gesture recognition results finally.

3 Real-Time HCI

As shown in Fig. 2, the HCI module serves the main process of diagnosis and training.
It is the bridge between the operating user and the system. The HCI in the system is
accomplished based on the coordination of static and dynamic gesture recognition. The
Leap Motion manufactured by Leap Company is used to capture the hand shape and
motion trajectory.
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Fig. 2. The workflow and functions of the ARS-CADPT

3.1 Gesture Definition

Gesture includes static gesture and dynamic gesture. Considering a right-hander, the
static gestures used in ARS-CADPT are defined in Table 1 and illustrated in Fig. 3.

Table 1. The static gestures and the corresponding HCI functions in ARS-CADPT

Legend Class | HCI function

Figure 3a |1 System Left mouse button down

Figure 3b |2 input Right mouse button down

Figure 3¢ |3 Capture the hand trajectory as the trajectory of cursor

Figure 3d |4 Model Control 3D model in full synchronous mode according to

control the hand trajectory captured in real time

Figure 3e |5 Control 3D model in fine adjustment mode according to
the recognition result of the real-time gesture trajectory

Figure 3f |6 Radius measurement of vessel stenosis

Figure 3g |7 In fine adjustment mode, control 3D model according to
scale I

Figure 3h |8 In fine adjustment mode, control 3D model according to
scale II

Figure 3i 9 In fine adjustment mode, control 3D model according to
scale III

Figure 3j 10 In fine adjustment mode, control 3D model according to

scale IV
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Fig. 3. The static gesture used in ARS-CADPT

The gestures can be divided into two categories: system input and model control.
The former is used to achieve all kinds of system input instructions by gestures instead
of mouse and keyboard, and the latter is used to manipulate and control the 3D models
directly. Here into, the static gestures of class 1-3 are used for system input, and the
static gestures of class 4-10 are used for model control.

In addition, the accurate measurement of vessel diameter, confirming the location
and extent of stenosis and the situation of collateral circulation formation are objective
gist for determining the diameter of stent during interventional treatment. However, in
clinical practice, the measurement of vessel stenosis is mainly based on visual esti-
mation, and its accuracy needs to be further improved. In ARS-CADPT, the operating
user can interactively scale the virtual model freely and measure the radius of the blood
vessel with the gesture shown in Fig. 3f.

There are two ways of interacting with the 3D model in ARS-CADPT. The full
synchronization mode is to make the movement of 3D model completely consistent
with the hand of which the static gesture is class 4 (shown in Fig. 3d), while the fine
adjustment interaction mode is used for the slight, accurate and complex operations.
The fine adjustment interaction mode is mainly realized by recognizing a series of
dynamic gestures formed by the hand trajectory of which the static gesture is class 5
(shown in Fig. 3e). Therefore, the dynamic gestures needed in ARS-CADPT are
defined in Table 2, and some examples are illustrated in Fig. 4. Here into, the trans-
lation gestures can be used for both system input and model control. The rotation and
zoom gestures are used for model control only.

3.2 Static Gesture Recognition

The static gesture recognition algorithm based on rough sets theory was proposed. The
static gesture recognition is considered as a decision table, denoted as
DT = (U,CUD,V,f). Here into, U is a nonempty finite set of all the static gesture
instances, called universe. C and D are also nonempty finite sets, C is called
condition-attribute set, and D is called decision-attribute set. V = UaeCuD V., V, is the
range of attribute a. f: U X A — V is called the information function, which assigns a
value to each attribute. The data of static gestures are mainly captured by Leap Motion.
The distance between the fingertips and the distance between the fingertips and the
palms center are considered as the major factors influencing the static gestures, which
are belong to C. The distance is discretized into five values, so Vo = {1,2,3,4,5}.
There is only one decision attribute: the static gesture (denoted as d), i.e. D = {d}.
According to Table 1, there is V; = {1,2,3,4,5,6,7,8,9, 10, 11(undefined) }. To sum
up, the decision table of static gesture recognition can be modeled as shown in Table 3.
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Table 2. The dynamic gestures and the corresponding HCI functions in ARS-CADPT

Gesture Class HCI function

Translation | Left 11 Single-hand Next menu | record | item | page | etc.
Move the 3D model along the X axis
in the positive direction

Right 12 Previous menu | record | item | page |
etc. Move the 3D model along the X
axis in the negative direction

Up 13 Next menu | record | item | page | etc.
Move the 3D model along the Y axis
in the positive direction

Down 14 Previous menu | record | item | page |
etc. Move the 3D model along the Y
axis in the negative direction
Forward 15 Previous menu | record | item | page |
etc. Move the 3D model along the Z
axis in the negative direction
Backward | 16 Next menu | record | item | page | etc.
Move the 3D model along the Z axis
in the positive direction

Rotation Left 17 Double-hand | Rotate the 3D model clockwise in the
top view
Right 18 Rotate the 3D model anti-clockwise in
the top view
Up 19 Rotate the 3D model anti-clockwise in
the elevation view
Down 20 Rotate the 3D model clockwise in the
elevation view
Forward 21 Rotate the 3D model clockwise in the
left view
Backward |22 Rotate the 3D model anti-clockwise in
the left view
Zoom In 23 Enlarge the 3D model proportionally
along three axes
Out 24 Shrink the 3D model proportionally

along three axes

Fig. 4. Some examples of the dynamic gestures defined in ARS-CADPT: a. left translation (at
default scale), b. right translation at scale I, c. right rotation at scale II, d. zoom out at scale IV, e.
right translation by left hand (at default scale)
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Table 3. Decision table of static gesture recognition

Uu|cC D
1 2 .10 |i ii Y d
X1 |Vt | Vi2 | --- (VL0 | VL | Vi | oo [ Vi | Vid
X2 | Vo |va2 |- [ Va0 | Vai| Vaii| - | Vau | V2u
Xn vn,l vn,Z Vn,l() Vn,i Vn,ii Vn,v vn,d
Here into, x;(j = 1,2, ..., n) is the j-th static instance, U = {x;,x2, ..., X, } is the set

of static instance, and v; , is the value of attribute a(a € CUD) in the j-th static
instance.

The decision table is constructed according to the selected sample set. Then, the
attribute reduction algorithm based on Skowron discernibility matrix and discernibility
function is adopted: Firstly, construct the discernibility matrix; Secondly, construct the
discernibility function; Thirdly, simplify the discernibility function using the absorp-
tion law; Finally, the conjunctive normal forms in the minimal disjunctive normal form
of the discernibility function are all the D-reduct of C.

The classical reduction algorithm of attribute values is based on the value core
concept. At first, calculate the value core of every instance in the decision table after
attribute reduction; then get the minimal reduct from the value core table; finally, obtain
the decision rules.

At last, the rules can be used to recognize the user’s static gesture in real time.

3.3 Dynamic Gesture Spotting

Pavlovic et al. [9] divide the movements of the hand into two categories. One is the
gesture that conveys the user’s intention, and the other is meaningless action. There-
fore, the starting point and termination point of each dynamic gesture must be located
in the acquired continuous gesture data stream. It is the premise and foundation of
dynamic gesture recognition. However, the existing dynamic gesture recognition
methods usually assume either known spatial spotting or known temporal spotting, or
both [10], which is unrealistic in the practical applications.

According to the data captured by Leap Motion, a segment of right hand motion
trajectory is drawn in Fig. 5a. It can be seen the intervals of points are different. That
means the speed is changing during the gestures. The curve shown in Fig. 5b is the
speed variation during the gestures in Fig. 5a. It is clearly illustrated that the speed
climbs up and then declines for several times. Each speed jump corresponds to a wave
crest on the speed curve. There are five obvious wave crests which exactly correspond
to five gestures. So, a simple method is to set a threshold. If speed is above the
threshold, a gesture is detected. But this method would arouse some problems. One is
that some noise points exist. Another is that the speed of dynamic gestures varies from
person to person, and setting a threshold is not-so-flexible. In fact, the dynamic gestures
defined in our system are all completed in a speed jump. Therefore, we could think that
a dynamic gesture is generated only by judging an upward tendency of speed. Thirty
data points are enough to represent the tendency from the experiment. We define the
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Fig. 5. A segment of dynamic gesture: a. Trajectory, b. Speed curve

upward tendency, which is the speed at any moment is higher than before. The fuzzy
set of the standard upward tendency is denoted as A, and a new fuzzy set B is obtained
every time, and compute the close degree between A and B using Hamming close
degree. The equation is:

Nu(A,B) = 1 — d(A,B)/n = 1 — 5(4,B). (1)

n 1 y; > Max i i > Maxori=1
where d(4.8) = 3 [ny(s) = gt ) = { ) o= { e

0 yi<Max’ Max vi <Max *

The lower the close degree is, the greater likelihood it is an upward tendency. If the
close degree is less than 0.3, we believe the set B represents the upward tendency.

3.4 Dynamic Gesture Recognition

After the gesture spotting, a series of independent dynamic gesture trajectories can be
obtained in real time.

1. Single-hand gesture

Let C = {c1,¢2, . .., ¢, } be the set composed of the n classes dynamic gestures, and
A={aj,ay,...,ay} be the set composed of the m attributes influencing dynamic
gestures. s; is the k-th gesture sample to be recognized. After s; was recognized by all
the attribute classifiers, a decision matrix is obtained and denoted as:

— ko ok k \T ok ck k\T k gk kT
DM (s) = ((fll7f217"'7fm1) » V12 227"‘7fm2) v Ui 2n7"'7fmn) ) (2)
Here into, the row vector f; = (fk,f%, ..., iﬁ)(i =1,2,...,m) is the recognition
results of s, by attribute classifier a; with respect to the m classes, while the column

T
vector f; = (f{‘j,fz’}, . £]> (j = 1,2,...,n) is the recognition results of s; by all the

attribute classifiers with respect to the ¢;-th class. then the intersection of the function f;:
A — [0, 1] (if the output of classifier is not in the interval [0, 1], it can be satisfied
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according to normalization) and the vector f;, j‘,'; indicates the degree of certainty that s;
is recognized as the c¢;-th class by the attribute classifier a;.

Let g be the fuzzy measure defined over P(A), the power set of A. The fuzzy
measure on the single-point set, i.e. fuzzy density g; = g({a;})(i = 1,2,...,m) rep-
resents the degree of credibility that the attribute classifier a; makes decision. If
X € P(A), g(X) represents the degree of credibility that the attribute classifier X makes
decision. However, as the single attribute classifiers are designed for a certain attribute
feature of dynamic gestures, they should have different degrees of credibility for dif-
ferent gestures, namely, the single attribute classifiers should have different fuzzy
densities. Let g; = (g1j,82,--- 8- - -»&mj) be the fuzzy density vector of class c;,
where g;; represents the degree of credibility of the attribute classifier a; with respect to
class ¢;. Then the fuzzy integral over A of the function ﬂ‘ with respect to the fuzzy
measure g; is the overall objective estimate for s; belonging to class c;. In the way, for a
certain gesture sample s;, the system gives an integral value for every class, and the
class that the greatest integral value corresponds with will be adopted as the recognition
result.

2. Two-handed gesture

As for the two-handed dynamic gestures, the positions of the palm center at the
beginning and end of the gesture are captured. Let B! = (bl bf bl) ,B" = (b’ b’ b’),

X7y Yz X Ty Tz
y? Tz xX? Ty Tz

ning and end of the gesture respectively, then the lengths of line segment B'B” and line
segment E'E” (denoted as dj, and d, respectively)and the angle between them (denoted
as @) can be calculated. By projecting ¢ to plane YOZ, XOZ and XOY respectively,
the three direction angles (denoted as «, f§ and y) can be calculated. At last, the current
gesture can be recognized by the following rules:

IF ¢ < 0, AND (d, — d;) > 0 (< 6), THEN class(g) = zoom in (out)

IF ¢ > 0, AND max(a, 5, 7) = o | B | 7, THEN class(g) = Rotate around the X|Y|Z
axis

Where 0, 6,and ¢ are thresholds predefined.

E' = (ei,el e! ) and E" = (e’ e’ e’) be the coordinates of both hands at the begin-

4 Experimental Results

The related experiments are carried out based on the system platform. Here into, the
recognition rate for static gesture achieves an average performance of 97.3%. After the
dynamic gesture spotting, the continuous dynamic gesture stream is divided into a set
of isolated dynamic gestures. The system achieves an average performance of 92.4%
for the dynamic gestures according to the algorithm proposed in Sect. 3.4.

The system is used for coronary artery diagnosis planning and teaching. As shown
in Fig. 6, the lecturer is controlling the 3D coronary artery model in a natural and
intuitive manner with the defined gestures, and thus achieves a comprehensive and
intuitive presentation and an accurate and detailed explanation of the patient’s situation.
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At the same time, the student users or interns can study and understand the patient’s
coronary detail situation on a large tiled screen.

Fig. 6. System running instance: the lecturer is interacting with the 3D coronary artery model.

5 Conclusion and the Future Work

This paper presented an augmented reality system for coronary artery diagnosis
planning and training. One of its advantages is to realize the real-time and friendly HCI
by using the algorithms of static gesture recognition and dynamic gesture spotting and
recognition. It can be concluded that the proposed solutions make the HCI more natural
and convenient, make the explanation clearer and more intuitive, and finally achieve a
better effect for the preoperative diagnosis planning and training.

It also can be concluded that the AR technology has great potential to apply to the
computer-aided medical system. Some examples of AR-based surgical applications
have been presented in the literatures [11, 12]. Meanwhile, there are still some technical
challenges for further research and exploration. For example, the gesture set defined in
ARS-CADPT is just a little subset of the human gesture set, and the gestures people
used in daily life are much more complicated. This puts forward higher requirements to
the gesture recognition algorithms. Moreover, there is still a lot of work to do before
ARS-CADPT can be applied to real-time surgery.

Acknowledgement. This work is supported by Natural Science Foundation of China (Grant
No.: 61472245) and Shanghai Municipal Natural Science Foundation (Grant Nos. 14ZR1419700
and 13ZR1455600).
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Abstract. Few studies have systematically examined the effect of expression
geometry and facial identity on this cross-identity expression aftereffect. This
issue is, however, critical for understanding the nature of expression adaptation.
We measured expression aftereffects using a cross-identity/cross-expression
geometry factorial design. The results show that expression aftereffect would
reduce if adaptor and tests have different identities or expression geometries, and
that identity-independent expression aftereffect is relatively more robust to
variance in expression geometry in comparison to identity-dependent expression
aftereffect. Based on these results, we discussed their psychophysical and
physiological implication for understanding the nature of identity-dependent and
identity-independent expression representations.

Keywords: Facial expression * Visual adaptation * Neural representation

1 Introduction

Adaptation is a universal phenomenon in the human visual system, which refers to that
the previous sensory experiences would affect the subsequent perception and response
properties of visual system [1]. For instance, an observer adapts to a smiling face for a
minute, and then looks at a middle expression within a series of ambiguous expression
images morphing between smiling and angry expressions, this middle expression is
tended to be perceived as an angry expression. This illusion is called expression
aftereffect induced by the visual adaptation [2]. As visual adaptation can isolate and/or
temporarily reduce the contribution of specific neural populations, visual adaptation is a
time-honored tool for researchers to investigate the neural representation of human
sensory system.

Previous study has found expression aftereffect in different person condition was
weaker than that in same person condition, which indicated that there are two different
neural representations in facial expression system, i.e., identity-dependent neural rep-
resentation and identity-independent neural representation [3]. However, two issues
should be further considered. First, although variance in identity impaired expression
aftereffect, when adapting faces and test faces are of different person, not only facial
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identity but also expression geometry is also changed. It raises a possibility that the
reduction of expression aftereffect in different person condition is simply induced by
the difference of expression geometry instead of the difference of face identity between
adaptor and test faces. Second, as the similarity between the adaptor and the tests is an
important factor to modulate the aftereffect in the low-level visual adaptation, it is
necessary to examine whether the similarity of facial identities also affects the mag-
nitude of expression aftereffect.

To clarify these two issues and systematically examine the effects of expression
geometry and facial identity on the expression aftereffect, five experimental conditions
were tested in current study. The interaction of facial identity and expression geometry
were considered in 2 x 2 combinations to constitute four conditions (same or different:
facial identity and expression geometry between adaptor and test face): same identity/
same geometry, same identity/different geometry, different identity/same geometry,
different identity/different geometry. In fifth condition, to examine the effect of identity
similarity on the expression aftereffect, we used the computer-morphing technology to
generate the artificial faces of different similarity, and tested on the same ambiguous
images.

2 Method

There were five adapting conditions in the experiment, in which test faces were always
the same among conditions, but the identity and/or the expression geometry of adaptor
were manipulated. The five conditions are respectively termed as SI/SG, SI/DG,
DI/SG, DI/DG, and DIDS, where the first two letters indicates whether adaptor and test
face are of the same identity (SI: Same Identity) or not (DI: Different Identity), and last
two letters indicates whether the expression geometry of adaptor are the same with that
of test face (SG: Same Geometry) or not (DG: Different Geometry). The last DIDS
refers to the condition in which the expression aftereffect is measured with the face
adaptor of different similarity.

2.1 Subject

The subjects were 8 paid students with normal or corrected-to-normal vision (5 from
Kochi University of Technology and 3 from Shanghai Maritime University, mean age:
20.2, SD = 3.7). All 8 subjects participated SI/SG, SI/DG, DI/SG, DI/DG conditions,
and 5 subjects from Kochi University of Technology participated the DIDS condition.

2.2 Stimuli and Apparatus

The face stimuli were selected from the affiliated image set of the Facial Action Coding
System [4] and the Cohn-Kanade AU-Coded Facial Expression Database [5],which are
coded by Face Action Coding System and enables us to select same expression con-
figuration for different photographic subjects.
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In SI/SG, SI/DG, DI/SG, and DI/DG conditions, happy, angry, surprised and dis-
gusted expressions constituted two expression pairs, i.e., happy-angry and
surprised-disgusted expression pairs. Illustrated by the case of surprised-disgusted
expression pair, we selected two female photographic subjects (FO1 and F02) depicting
two expression configurations (CO1 and C02) of surprise and disgusted expressions,
resulting in four combinations of identity and expression configuration (FO1 with CO1,
FO1 with C02, FO2 with CO1, and FO2 and C02) (see Fig. 1a). The same method was
used to select the adaptors of happy-angry expression pair, except that the two pho-
tographic subjects showing happy and angry expressions were male.
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Fig. 1. The adaptors of surprise-disgusted expression pair used in four conditions (a), and
experimental procedure (b).

Using two expression images of the same photographic subject, we morphed a
series of test faces using Abrosoft FantaMorph 5.0 for surprised-disgusted and
happy-angry expression pairs, respectively, with the nine middle ambiguous images,
which varied from 30% to 70%, served as test stimuli.

The test faces in SI/SG, SI/DG, DI/SG, and DI/DG conditions were always the
ambiguous expression images morphed between FO1 with surprised expression (CO1)
and FO1 with the disgusted expression (CO1). We used the same test faces but different
adaptors in the four experimental conditions. For instance, In the same identity/same
configuration condition, the same images used to construct the test faces were used as
the adaptors (i.e., FO1 with surprised expression COl, and FOl1 with disgusted
expression CO1). In different identity/different configuration condition, the adaptors
were the face images with different identities and expression configuration that differed
from test faces (i.e., FO2 with surprise expression C02, and FO2 with disgusted
expression C02).

In DIDS condition, we used computer-morphing technology to create the similar
faces, because the morphing faces resembled two original faces when the features of
two faces are blended together. The similar faces were created by morphing the test
face between FO1 with GO1 and FO2 with GO1 on smiling and angry expression pair
using the Fanta morphing software. We created the nine similar faces with identity
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proportion of test face from zero to 100% in steps of 10% in terms of the scale of the
morphing software, with zero refer to that the created adapting face is dissimilar to the
test face, while one denote the adapting face is absolutely same with test face, we select
those face with proportion equal with 30%, 50% serves as adapting face. The reason
not to select the face images with similarity strength greater than 50% as adapting face,
because these faces are too similar with test face so that subject may consider them as
the same person rather than similar person.

2.3 Procedure

The experiment consisted of 10 blocks, each for one of eight experimental conditions
(2 expression pair x 5 experimental conditions), performed in an order that was ran-
domized across subjects. Each block includes 2 adapting images and each adapting
image was presented 20 times in 9 test images, resulting in a total of 360 trials for each
block. The trials for different test in a block were also randomized. The duration for one
block is approximately 40 min. The subject participated one block every other day and
finished all experiments within 20 days.

Each subject was tested individually. They learned the experimental task through
oral instruction and a short training session. In each trial, adaptor and test image were
sequentially presented in the center of screen (Fig. 1b). After the presentation of test
image, subjects perform a two-alternative forced choice (2-AFC) task to classify pre-
sented image into one of two categories (i.e., two expression images used to create the
morphed series). The subject was instructed to attend to the face stimuli but no fixation
point was given. This is to prevent subjects from overly attending to local facial
features near fixation point. The duration of adapt stimuli and test stimuli were
determined to 4000 and 200 ms, respectively, with 100 ms noise mask between
adaptation and test stage to minimize the possible apparent motion effects.

3 Result

All adapting conditions generated significant after effect (Fig. 2), confirming the
expression aftereffect reported in the previous literatures [2, 6]. A two-way analysis of
variance (ANOVA) has been performed on SI/SG, SI/DG, DI/SG, and DI/DG condi-
tions. There was a significant main effect for adapting condition (F(3, 18) = 10.19,
P < 0.001), indicating that the expression aftereffect were significantly different for
four different adapting conditions. There was no significant main effect for expression
pairs (F(1, 36) = 0.11, p = 0.742) and no interaction between expression pair and
adapting condition, thus, the data from different expression pair was merged for the
further analysis.

The size of expression aftereffect in DI/SG condition was weak relative to that in
SI/SG condition (t(17) = 6.57, p < 0.001), indicating that the reduction of expression
aftereffect across identity is held even when the adaptor and test face has the same
expression geometry. This result suggests that only variance in expression geometry
cannot well explain the reduction of expression aftereffect, thus confirming the inter-
ference from identity system to the expression system. On other hand, the size of
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Fig. 2. The aftereffect sizes in SI/SG, SI/DG, DI/SG, DI/DG (a) and DIDS (b) conditions. Error
bars denote SEM.

expression aftereffect in SI/DG condition was weaker than that in SI/SG condition
t(17) = 5.84, p < 0.001). In contrast, the aftereffect size in DI/SG condition was
approximately the same with that in DI/DG condition (t(17) = 0.19, p = 0.851). These
are new findings suggesting that variance in expression geometry impairs the identity
dependent expression aftereffect, but not the identity independent expression aftereffect.

For DIDS condition, the result reveals that identity similarity between the adapting
images and test could significantly increase the expression aftereffect. The adapting
effects by 30% and 50% similar faces are 10.4% (S.E.M.=2.3%) and 22.1%
(S.EM. = 3.9%), and the adapting effect by the 50% similar faces is significantly
stronger than that by the 30% similar faces (t8 = 2.843, p < 0.02). It is worth noting
that the adapting effect by the similar faces is still weaker than that in the SI/SG
adapting condition (100% similar faces), but stronger than that in the DI/SG adapting
condition (0% similar faces) (Fig. 2b). It suggests that the expression aftereffect would
increase as the function of identity strength, thus confirming that the expression
aftereffect is identity-dependent.

4 Discussion

We firstly found that the expression aftereffect is still much reduced when adaptors and
test face have the identical expression geometry. Such finding is consistent with Ellamil
et al.’s work [7], which used the artificial faces of anger and surprise expression as
adaptors and found the reduction of adaptation effect when adaptor and test faces have
same expression morphing prototype but different facial texture and contour. Together,
our and Ellamil et al.’s observation suggests that the reduced aftereffect cannot be
simply attributed to the dissimilarity of expression geometry between adaptor and test
faces, it does reflect a functional interference from identity system on expression
system. This observation consolidates Fox’s proposal of the identity dependent neural
representation. We next found that identity similarity between the adapting images and
tests could significantly increase the expression aftereffect, thus indicating that the
expression aftereffect is identity-dependent in specific range of identity strength.
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Our data fits with the hypothesis of partially overlapping neural representations for
the perception of expression and identity [8, 9]. These two systems depend on the
different facial component to extract the information and process the expression. As the
structural reference hypothesis stated [10], the face structure information is not only
important in the identity discrimination, but also used by observers as a reference to
compute and recognize expressions. The identity dependent expression system may
more rely on the facial shape and/or structure information (e.g., local edge, facial
contour) to perform the expression geometry analysis, while the identity independent
expression system seems to depend on the abstract emotional information. It would be
interesting for the future researches to locate the cortex of these two different neural
representations.
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Abstract. Mining user’s learning preference is one of the key issues in the
personalized online learning system, which is of great significance technology
for modern educational. In this paper, using the hierarchical characteristics of
the knowledge points in the course domain, we defined the equivalence relation
and equivalence of knowledge points, and defined the structure of the knowl-
edge points quotient space. Then, the functions of support, pheromone con-
centration and preference were defined on various levels, and an improved ant
colony optimization was proposed to handle the multi granularity data structure
of quotient space. An algorithm of multi-granularity Learning Preference Min-
ing based on Ant Colony Optimization (ACO-LPM) was proposed to address
the problems about too many learning knowledge points and too few user’s test
data in the online personalized learning system. The pheromone has the char-
acteristic of dynamic evaporation, so, the preference patterns mined by
ACO-LPM can be changed with the change of user interest in real time. The
experimental results show that the algorithm can mining the user’s learning
preferences in online learning system effectively and efficiently.

Keywords: Quotient space * Preference Mining + Ant Colony Optimization *
Personalized learning - Granular computing

Online learning, which breakthrough the constraints of time and space, provides a
convenient and efficient learning platform for learners. It has become an important
means of modern education for its three characteristics: the various learning modalities,
the multiple teachers and students’ role, and the rich learning resources. Personalized
learning is the hotspot of online learning, which makes learners achieve the best
learning effect under the minimum time and the best learning experience according to
learners’ learning characteristics and preference model. Researchers have done a lot of
work in this domain. Jiunn used neural network to analyze students’ online browsing
behavior and get students’ learning styles and learning preferences [1]. Du studied the
personality traits of learners and the association between learning behaviors, and used
the data mining algorithm to obtain the learner behavior model [2]. Qiu employed
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solomon learning style scale for pre-test, and obtained user interest model through the
data mining of user learning history [3]. Lin and Yan studied the news recommendation
in the mobile network environment, constructed the keyword vector by using the
spatial model, and clustered the document according to the similarity degree, to obtain
the gravity vector of each document cluster and build the user preference model [4, 5].
Ren put forward a U-I-C user interest model, which obtained scenario user preferences
by adding the scene information in the user-project matrix [6]. Wang put forward the
idea and method of user preference based on ontology and label [7]. Wolfgang studied
the scenario information of the users in the mobile environment and found the user
preference information by using the collaborative filtering algorithm [8]. Chen pre-
sented logistic curve model and hyperbolic model to analyze the user behavior, and
proposed a user preference model based on multi-vector tree [9]. Pazzan used the
expected information gain to analysis the annotations of users when they were
browsing the pages and get user interest preferences [10]. Adomavicius mined the
user’s individual access records to construct the user model by using the associated
association rules and user’s personal information [11]. These methods have greatly
improved the efficiency of the users’ preferences in different backgrounds and appli-
cations. However, because of the characteristics of the massive knowledge points and
the few test data, the problems of learning preferences on knowledge points has not
been solved yet, and becomes a hot issue.

Granular computation can reduce the complexity of the solution, which inspired by
mankind who can solve complex problems at different levels and solve them at the
appropriate size [12]. In recent years, Granular computation (such as quotient space,
rough set and fuzzy set) have been successfully applied to complex problems in many
fields such as industrial control, transportation, graphic image processing, decision
support, and biological information [13]. With the consideration of all the facts (the
universe, structure, projection, etc.), quotient space can meet all needs of online
learning system, such as the domain of knowledge and the dependence analysis. In this
paper, we used quotient space theory to explore a dynamic mining algorithm for user’s
learning preference based on Ant Colony Optimization.

1 Quotient Space Structure of Knowledge Points

In online learning system, each knowledge point corresponds to a concept, which
comes from the domain knowledge ontology, the knowledge points have a certain
hierarchical structure and complex dependencies. As shown in Fig. 1, there is a
inclusion relation between the knowledge points in different level. At same level, the
knowledge has three relationships: pre-order, brotherhood, and equivalent. The
knowledge point KP is defined as follows:

Definition 1: Knowledge point K is a triple (C, T, f), where C is the corresponding
concept of knowledge point K; T is the topology of various relationships between
knowledge points. The online learning system mainly has inclusion and pre-order
structure; f is the property of knowledge.
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Fig. 1. Topological relationship of knowledge points in junior middle school

Definition 2: If the knowledge of the learning point K; need to use the knowledge
point Kj, then K; is K;’s pre-order knowledge (also known as preparatory knowledge),
expressed as K; < K;.

Definition 3: If K, is the upper level knowledge point of K; and K}, and C,, © C; + C;,
T, 2 T; + T}, then K,, contains K; and K;, K; and K; are brotherhood relations, K, is K;
and K;’s Father knowledge points.

Since K, is not the same level as K; and Kj, the internal relationship between K; and
K; disappears naturally in the upper level, so T,, 2 T; + T; is the operation of the parent
node K, level.

From the above definition we can see that if the brotherhood of the knowledge
points is denoted by R, then R has both reflexivity, symmetry and transitivity, that is, R
is the equivalence relation. Using the brotherhood relationship R constructs the
equivalence class, the new triples ([C], [T], [f]) form a larger granularity of knowledge
space, which is identified by the parent knowledge point.

Constructing the equivalence class mapping p: (C, T) — ([C], [T]) which is the
continuous natural projection of the knowledge point concept space. So, it meet the
conditions of false warranty principle and fidelity principle define as follows:

1. False warranty principle: If the problem in the quotient space has no solution, it
must also has no solution in any finer space.

2. Fidelity principle: Assuming that the problem has solution in the semaphore quo-
tient space {C1, T1, f1}, {C2, T2, f2}, then it has a solution in its synthetic quotient
space {C3, T3, f3}.

Using the false warranty principle and the fidelity principle, we can mining users’
preferences on knowledge points in different granularity. The number of knowledge
points were reduced by the equivalence. At the same time, the data sparse problems
have also been cut down because the equivalent knowledge points have larger size.

The knowledge point space constructed by the brotherhood relationship R is shown
in Fig. 2, the top is the root node, and its child node is called the inner node (corre-
sponding to the equivalence class which R constructed). The inner node can also
contain other inner nodes (finer equivalence), the bottom level is the leaf node,
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Fig. 2. The structure of knowledge points quotient space with brotherhood relationship

corresponding to the specific knowledge point. We call the sub-nodes of the root for the
1th level, the sub-nodes of the /th level node for the 2th level, and so on, the specific
knowledge points for the n-th level.

In the structure of quotient space shown in Fig. 2, each level is a set of equivalence
of a certain granularity. When a user study a leaf node (a specific knowledge point),
each inner node on the path is considered to be accessed.

2 Functions Definition of Multi-granularity Ant Colony
Optimization

2.1 Ant Colony Optimization

Ant Colony Optimization (ACO) proposed by Dr. Marco Dorigo who inspired by the
natural ant colony foraging process. Ants can find the shortest path from the food
source to the nest in un-visual conditions. During the foraging process, the ants release
pheromone, which is proportional to the quality of the food source, and sense the
pheromone. Then ants tend to move in the direction of high pheromone concentration.
Thus, the group behavior of the ant colony shows a positive feedback: the more ants
travel on a path, the more probability the latter choose the path, so, the path with good
quality and short distance will attract more ants, and the pheromone concentration
grows faster [14].

2.2 Functions Definition of ACO in Multi-granularity Data

In order to apply the ACO to the mining of multi-granularity knowledge points of
hierarchical structure, several functions such as support degree, pheromone concen-
tration and preference function in ACO are defined as follows:

Definition 4: Support #; represents the probability that the user accesses path I,
expressed as the access frequency of the path.
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Let K;;, K;,,, be the two knowledge points (equivalence class) nodes of the i-th level,
the number of nodes in i-th level is n;, path [(i, j, m) represents a certain path from node
K;; to node K;,,, the number of times the user visits the path I(i, j, m) is expressed as
Cy(i, j, m). Then for the hierarchical interest pattern, its support #,(i, j, m) is:

.. _ Cl(i7ja m)
nl(lvja m) - Zz,:l C[(i,j, k) (1)

Definition 5: The pheromone concentration t; (f) represents the user’s interest in
access to a path /, fades with time and increase with the user accesses the path [.

T(t+1) = (1 — p)t(r) + 847 (2)

In formula (2), p is pheromone volatilization coefficient, § is pheromone concen-
tration increment adjustment coefficient, At is pheromone increased value, the formula
is as follows:

7(t) X t+ Fy

ANt =
K r—1

7(1) (3)

In formula (3), Fy, is the feedback value of the user’s access to the node at time ¢ + 1.

Definition 6: The preference function P; (¢) represents the user’s preference for path I,
including two factors which are pheromone and support. Let t,.(?), 7, represent the
pheromone and support of w-th path. Then the preference function P; (t) is defined as:

Pl(t) _ [Tl(t)]a i [’71]/} (4)

> [0 - b

In formula (4), n is the total number of paths in this level. If the threshold of the
preference function is given and the value of the preference function P of all the path
nodes is checked by (4), then the user’s learning preference on multi-granularity
knowledge points can be obtained.

3 Dynamic Mining Algorithm for Multi-granularity Learning
Preferences

In this paper, we use the dynamic volatility of pheromone to dynamically mining the
learning preferences on multi-granularity knowledge points. The main idea is that the
user’s knowledge learning activity corresponds to the ant’s foraging behavior, the
process of the users’ learning knowledge points corresponds to the ants’ foraging
activity cycle. All of the users’ learning actions are recorded in log files. Based on these
log files, we can use ACO to find preferred function values of path nodes that formed
by all knowledge points, and dynamically mine learning preferences for each
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knowledge point of the users, and then offer the users needed content for further study.
Multi-granularity Learning Preference Mining algorithm based on Ant Colony Opti-
mization (ACO-LPM) described as follows:

Input: Pre-processed m learning records, preference function threshold 7,
Output: learning preferences H of all levels in Multi-granularity knowledge space
Step 1: Initialize the ACO parameter, =0, t,(£)=0, N=0, C~=0;
Initialize the knowledge point space tree, Tree=NULL;
Initialize the learning preference set, H = (Hy,..., H,) = NULL;
Step 2: According to the domain knowledge ontology, construct the quotient space tree
of domain knowledge Tree;
Step 3: FOR (i=1 tom)
Find the first i log records corresponding to the path / in the tree Tree;
Calculate F, of all nodes on path /, update C, t;(?).
END FOR
Step 4: Calculate N; of all path nodes from equation (1);
Step 5: Initialize o, B;
FOR (i=1 to Tree.High)
Calculate P, () of all path nodes in the i-th level,
If P;(¢) >T, then P;($)—H;;
END FOR
Step 6: Return H.

In step 4 of the above algorithm, Tree. High represents the height of the tree Tree.

The time complexity of the algorithm: according to the definition of the quotient
space structure, if the average of each equivalence class is composed of m elements,
then the number of nodes in the upper lever is m” times less than the number of nodes
in the lower level in the multi-granularity knowledge quotient space structure. While
the time complexity of standard ACO is O(I * N° * k), in which I is the number of
iterations, N is the number of vertices, and & is the number of ants in the ant colony. So
the time complexity of the i-th level is O(/ * (N/m*)* * k), which has a greater
reduction compared to the original space. Meanwhile, because the data of user online
learning is the same, so the training data of each node in i-level increased m* times,
which can effectively solve the problem of sparse data in the online learning system.

4 Experiment and Result

This section verified the effectiveness of the multi-granularity mining algorithm from
two aspects: dynamic mining process display and practical application system. The
experimental data was got from the online learning system, and the user learning
behavior is recorded in log files. In order to record the user learning behavior, we added
knowledge points information on the basis of the W3C extended log ExLF, which format
is: “c-ip date time cs-username cs-method cs-uri-stem cs-user-agent sc-knowledgepoint
cs-iscorrect sc-status sc-bytes”. For example: “205.12.15.179 [01/Jul/2015:09:10:12]
utest] ‘GET/index/course/?courseid=10379 HTTP/4.0> M050311 0 200 598”. Table 1
listed the log identification and description:
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Table 1. The log format definition based on W3C extended standard

Field identifier Description

c-ip IP address of client that accessed the server

date The date when the transaction was completed

time The time when the transaction was completed(use UTC standard by

cs-username
cs-method
cs-uri-stem
cs(Referer)

cs-user-agent
sc-knowledge point
cs-iscorrect
sc-status

sc-bytes

default)

Authenticated user name (anonymous user with ‘-”)
Action method that the client performed(GET and POST)
Full URL of the data source that been accessed

Previous URL that the user browsed, the current page is linked from
the URL

The browser version information used by the user client

The knowledge points that the user visited

Answer correctness (1 is correct, 0 is wrong)

Returned status after the execution, described by HTTP or FTP
The number of bytes sent by the server to the client

4.1 Dynamic Change Process Experiment of User Learning Preference

Dynamic mining is one of the advantages of the ACO-LPM algorithm. We took some
log information to do simulation test on the situation of user’s interest change. After the
pre-processing of log records, knowledge that involved in one learning action com-
bined with the case of right or wrong answer (F: wrong, T: right) as a record, such as:
“KO1F” represents the answer of knowledge KOl is wrong. Selected part of the
knowledge of learning behavior data as follows (Table 2):

Table 2. The data of user learning behavior

Learning record | Knowledge point learning situation list
S001 KO1F, KO2F, KO8T

S002 KO1F, KO2F, K06T, KO9T, K12T
S003 KO1T, KO2F

5004 KO1T, KO2T, KO7F

S005 KO1T, K04T, KOSF, KO7F, K10T
S006 KO3F, KO7F, KO8F

S007 KO03T, KO5T, KO7F, KO8F

S008 KO02T, KO3T, KO7F, KO8T, K15T
S009 KO1T, KO3T, KO7T, K11T

Assuming that the minimum support is 2, the traditional mining algorithm will get
frequent itemsets in consideration of the correctness of the answer{{KO01KO02: 3},
{KO3KO07: 2}}(In order to facilitate the expression, we call item {KO01K02} for
itemsetl, item set { KO3KO07} for itemset2). However, if you carefully analyze the data
flow, you will find two facts: First, In the long run, the user has the preferences of
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knowledge point KO1KO02, itemsetl coincidence occurs 3 times, and the error times
with the correct times of 2: 1; Second, recent user learning has changed, itemsetl did
not appear in the last 5 learning, but the itemset2 appeared 2 times, indicating that the
user was concern about itemset2 recently (Comprehensive practice of knowledge
points KO3 and KO07). In order to show the changes of frequent item sets more clearly
and intuitive, we added value of pheromone volatilization coefficient p and concen-
tration incremental coefficient 9, the parameters of ACO are defined as: p = 0.15,
8 =0.3,a =1, p = 0.5. The preference function curve of each item is shown in Fig. 3.
It can be seen that at the beginning of the training, the preference function value of the
node is exponentially increasing due to the user’s continuous error at the knowledge
point KO1K02, and the preference function value of the other knowledge points is zero;
In the second half of the training, the knowledge point KO1KO02 is gradually reduced
because it has not been accessed, but the preference value of the knowledge point
KO03KO07 is gradually increased with the access, and even more than the knowledge
point KO1KO02. It can be concluded that this algorithm can dynamically capture the
current user’s preference when the user’s preference changes.

0.6 ‘ v " r —
ltemset1

—* ltemset2] |

Iltemset Support
o
N

0 2 4 6 8 10
Training Times

Fig. 3. The curve of user learning preference function

4.2 Experiment Data Analysis of Practical Application System

In order to verify the effectiveness of this method, we use the learning resources and
system logs of the online education online system of Anhui Education Publishing
Network Company (http://www.timeep.com/cms/index.html) on line in 2015. We have
extracted the user learning logs of junior high school mathematics, physics, chemistry,
a total of 12,000 log information, and recorded them in Math, Physics, Chemistry three
data sets.

After preprocessing above data, we used the current mainstream mining algorithms:
BP neural network (referred to as the BP-NN) and FP-growth algorithm for mining
frequent items (referred to as FP-growth), and multi-size paper ACO-LPM learning
preferences mining Algorithm, respectively, to test and verify the accuracy rate. In
order to unify the format, ACO-LPM algorithm in this paper only mine for the first
three granularity level. We set the ACO parameters as: p = 0.05, 6 = 0.5, aa =1,
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B = 0.5. The accuracy of each learning preferences mining algorithms is shown in the
following table:

It can be seen from Table 3 that the ACO-LPM mining algorithm in this paper is
superior to BP-NN and FP-growth algorithm as a whole. And with the level of the
study increased, the accuracy of mining increases. This situation is not random, but by
the character of hierarchical structure user interest, the higher the level, the user interest
model contains more content, and the more vague concept, the higher the hit rate.

Table 3. Accuracy comparison of the ACO-LPM with other algorithms
Knowledge field | BP-NN | FP-growth | ACO-LPM

Original space | Level-2 | Level-1
Math 69.5% |72.3% 73.7% 80.2% |85.7%
Physics 66.8% | 68.6% 70.1% 75.5% |80.9%
Chemistry 66.2% |67.0% 68.7% 76.1% |81.7%

5 Conclusion

In online learning system, it is a great challenge to mining learning preferences on
knowledge points because of the massive knowledge points, the few single user test
data, and the change of user’s learning preferences. Based on the Multi-granularity
feature of knowledge points, this paper defines a quotient space structure of the
knowledge points. On this basis, the ACO is introduced into the quotient space, and the
multi-granularity dynamic mining algorithm is proposed by using the characteristics of
pheromone dynamic volatility. Experiments show the effectiveness of the method.
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Abstract. Driving fatigue is one of the main reasons of traffic accidents. In this
paper, we apply the multitask cascaded convolutional networks to face detection
and alignment in order to ensure the accuracy and real-time of the algorithm.
Afterwards another convolution neural network (CNN) is used for eye state
recognition. Finally, we calculate the percentage of eyelid closure (PERCLOS)
to detect the fatigue. The experimental results show that the proposed method
has high recognition accuracy of eye state and can detect the fatigue effectively
in real- time.

Keywords: Fatigue detection -+ Cascaded convolutional neural network - Face
alignment - PERCLOS

1 Introduction

Along with the development of the auto industry and the transportation industry, traffic
accidents have caused great loss in the property and damage to the society. Amongst
these traffic accidents more than 20% of these traffic accidents are caused by fatigue
driving. Safe driving has become a hot issue in today’s society, Therefore, it is of great
significance to develop a real-time and accurate fatigue detection system to send fatigue
warning information when the driver is tired, which can effectively reduce the
occurrence of traffic accidents.

At present, fatigue testing contains three main directions. First, fatigue detection
based on the vehicle state detection method, mainly through the turning angle, vehicle
driving speed to detect whether the driver fatigue, this method is subject to external
interference, the detection accuracy has a greater impact. Second, based on driver’s
physiological information [7], mainly by detecting the driver’s heart rate, pulse and other
physiological signals to determine whether the driver is in a state of fatigue, This method
requires the driver to carry a lot of testing equipment, very cumbersome, and the driver
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has a great interference. Third, fatigue detection methods based on computer vision [6, 8—
10], this method is a non-intrusive way, the facial features can be calculated by analyzing
the changes of facial expression, such as eye closure duration, yawning and so on.

In the fatigue detection, driver face detection and alignment are important. The
multitask cascaded convolutional networks to face detection and alignment [1] has
proven to be an effective method. Another very important step is the detection of
human eye state. Compared to the traditional active infrared radiation method [2],
normal camera image employs a safer passive way. To detect the state of eyes, There
are many methods, such as AdaBoost classifier [3], SVM classifier [4] and so on.
However, their ability of expressing features is limited. Recently, convolutional neural
network (CNN) achieve remarkable progresses in a variety of computer vision tasks. In
our paper, we design a driver fatigue detection system using multitask cascaded con-
volutional networks. As shown in Fig. 1, the method mainly includes five parts: Joint
face detection and alignment using multitask cascaded convolutional networks, nor-
malize the current image and ground truth shape according to the scaled mean shape,
extract the area of eye, state of eye recognition, fatigue detection.

£
1

i v A Y §

) ) . rfonnalizz:!the current image and ground
Joint Face Detection and Alignment truth shape according to the scaled mean Eyes area extraction(32x32)
Multitask Cascade Convolutional Networks shape
: 2 Eyes open

{
= 3% = = | PERCLOS

g L Eyes closed

State recognition and Fatigue detection

Fig. 1. Algorithm block diagrams.

2 Joint Face Detection and Alignment Using Multitask
Cascaded Convolutional Networks

Fatigue detection system should have high recognition accuracy and can detect the
fatigue effectively in real-time. How to quickly and accurately detect the face of the
driver and the eye alignment and overcome the impact of a certain light are the
difficulties of fatigue detection system. Kaipeng et al. [1] propose a new cascaded
CNNs-based framework for joint face detection and alignment, and carefully design
lightweight CNN architecture for real-time performance. The overall pipeline is shown
in Fig. 2, which is the input of the following three-stage cascaded framework.

Stage 1: Exploit a fully convolutional network, called proposal network (P-Net), to
obtain the candidate facial windows and their bounding box regression vectors.
Then candidates are calibrated based on the estimated bounding box regression vectors.
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Fig. 2. Joint face detection and alignment using multitask cascaded convolutional networks.

After that, employ nonmaximum suppression (NMS) to merge highly overlapped
candidates.

Stage 2: All candidates are fed to another CNN, called refine network (R-Net), which
further rejects a large number of false candidates, performs calibration with bounding
box regression, and conducts NMS.

Stage 3: This stage is similar to the second stage, but in this stage we aim to identify
face regions with more supervision. In particular, the network will output five facial
landmarks’ positions.

3 Extraction Area Eye

3.1 Face Normalization

In order to accurately extract the eye areas, we need to calculate the average face. Then
normalize the current image and ground truth shape according to the scaled mean
shape, this process is 2D affine transformation. The 2D affine transformation is a
method used to change the rotation angle, the scale, and the location of a shape. The
transformation can be represented as Eq. (1).

x=ax' +by +c (1)
y=dx' +ey +f

Where (x;, ;)" is the coordinate of the ith feature point on the average face, (x,,y/)"
is the coordinate of the ith feature point on the detected face. It has a matrix repre-
sentation shown as Eq. (2).

a b c /
vi|=1d e f||yi|=M|Y, (2)
0 0 1
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For convenience, Eq. (2) can be rewritten as Eq. (3).
U=Kh (3)

Where U is the feature point matrix of the average face, K is the feature point
matrix of the detected face. h is affine transformation matrix. It can be calculated with
least squares solution. Then, the solution of /& can be obtained as Eq. (4).

h=(K'K)"'K'U (4)
Normalize the current image and ground truth shape.

According to the scaled mean shape aimed at change the detected faces’ rotation
angle, the scale, and the location of a shape. As shown in Fig. 3.

Fig. 3. Normalize the current image and ground truth shape according to the scaled mean

3.2 Eye Area Extraction

In this paper, we extract the area of eyes based on the facial landmarks after normal-
ization as shown in Fig. 4. The eye area has a size of 32 x 32.

Fig. 4. The extraction result of the eye area.
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4 Eye State Recognition

CNN expresses features more better, avoiding the manual feature selection. So we used
convolutional neural network to detect the state of eyes.

4.1 Convolutional Neural Network

To have high recognition accuracy of state of eyes and can detect the fatigue effectively
real-time, three convolutional layers are used in our proposed network as shown in
Fig. 5. Each convolution layer connects a pooling layer, the first convolution layer is
connected with a max pooling, the last two convolutions are connected with average
pooling. The ReLU layers add non-linear constraints and the Dropout layers prevents
overfitting in the networks.

Fully  Koftmaxwi

Conv5x5 Conv5x5 Conv5x5 Connected | thioss 0
ﬁ > ”= % ”= " ”= L F Y ”= l
input size .
Dx30x3 32 32 64 64 )
dropout

Fig. 5. Structure of the convolution neural network.

4.2 Activation Functions

Sigmoid function and tanh function are commonly used non-linear activation functions,
but these functions exist the gradient vanishing, So we use the ReLU function (Rec-
tified linear unit) which is defined as Eq. (5).

x ifx>0
o ={5 1320 5)

ReLU can effectively alleviate the problem of gradient vanishing, So as to train the
deep neural network directly in a supervised manner. The network can get sparse
expression after the ReLU function, with the advantage of unilateral suppression.

5 Fatigue Detection Based on PERCLOS

After eye area extraction, the next step is to detect driver fatigue based on PERCLOS
(percentage of eyelid closure over the pupil over time). PERCLOS is an established
parameter to detect the level of drowsiness. Level of drowsiness can be judged based
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on the PERCLOS threshold value, PERCLOS is a parameter that is used to detect
driver fatigue [5]. It is calculated as (6).

nC ose
fpERCLOS = NZ— x 100% (6)

total

Let ngs be the number of eye-close frames over a period time. Ny, is the total
number of frames over a period time. When the driver is in a state of fatigue, the
driver’s PERCLOS value will be higher than normal. We set the PERCLOS threshold,
when the driver’s PERCLOS value is higher than this threshold, then the current driver
is considered fatigue.

6 Experiment and Results

VS2013, running on a Win7 system with Intel (R) Core(TM) i17-6700HQ, CPUs
(3.40 GHz), 32 GB memory, GPU NVNID GeForce GTX 1070.
6.1 Train

In order to overcome the influence of light on image, the training data must contain data
for different light intensities to enhance the robustness of the network, as shown in
Fig. 6.
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Fig. 6. Different light intensities of Parts of the training samples.

Since we perform eye state recognition, here we use the following two different
kinds of data annotation in our training process:

(1) negatives: 36 x 36 sample area was randomly intercepted near the eye area,
regions whose the intersection-over-union (IoU) ratio is less than 0.4 to any
ground-truth eyes as shown in Fig. 7.

S

Fig. 7. Negatives training samples.
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(2) positives: Positive samples are divided into two types, open eyes samples and
closed eyes samples, their IoU above 0.6 to a ground truth face, as shown in

FESEESE
.
= oo el

Fig. 8. Positives training samples.

6.2 Training Results

We select images including eye images of open and closed as positives samples, and
randomly crop several patches to collect negatives samples. We select 120000 images
as training samples. The eye state recognition rate of the network has an increase in the
number of iterations when training the samples, the result is shown in Fig. 9.
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Fig. 9. The result of recognition rate.

With the increase of the iteration number, the accuracy rate gradually increased, the
final accuracy rate between 0.995 to 0.996 fluctuations. In order to test the performance
of the network, we collected three sections of video data, respectively, the accuracy rate
shown in the Table 1.

Through statistical 5 tests videos includes 1239 frames of 320 * 240 images,
computing the average time-consuming of the method include each module and overall
time. Table 2 is the time-consuming result. The method complies with the requirement
of real-time.
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Table 1. The test result of eye state.

Video | Number of frames | Accuracy
Testl |243 97.11%
Test2 | 239 95.39%
Test3 |249 98.39%
Testl |243 97.11%
Test2 | 239 95.39%

Table 2. The test of time consuming.

Video Face detection, State Total
alignment and Eye recognition (ms)
area extraction (ms) (ms)

Testl 23.41 6.57 34.92

Test2 24.50 7.10 36.63

Test3 23.12 7.09 34.76

Test4 23.42 6.51 34.09

Test5 22.13 6.98 33.46

6.3 Fatigue Detection Based on PERCLOS

When the driver is in a state of fatigue, the driver’s PERCLOS value will be higher than
normal, by setting the PERCLOS threshold, when the driver’s PERCLOS value is
higher than this threshold, then the current driver is considered fatigue. In this paper,
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Fig. 10. The PERCLOS value.
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the PERCLOS threshold is set to 0.30, when the driver is fatigue, the PERCLOS value
is bigger than 0.30, Fig. 10 shows PERCLOS result.
Figure 11 shows the Sample images of detection results.

Fig. 11. Driver Fatigue Detection system.

7 Conclusion

In this paper we propose a driver fatigue detection system. This system uses the
multitask cascaded convolutional networks to face detection and alignment. And then
use another convolution neural network (CNN) for eye state recognition. Finally we
calculate the percentage of eyelid closure (PERCLOS) to detect the fatigue. The
method of eye state recognition provides high accuracy and can detect the fatigue
effectively in real-time. Tests show that the system implementation is successful and
the system does indeed infer fatigue reliably.
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Abstract. Today extracting knowledge from “inferior quality” data that is
characterized by incompleteness and inconsistency is an unavoidable and
challenging topic in the field of data mining. In this paper, we propose a fast
granular method to classify incomplete inconsistent data using attribute-value
block technique. Firstly, a granulation model is constructed to provide a foun-
dation for efficient computation. Secondly, an algorithm of acquiring classifi-
cation rules is proposed and then an algorithm of minimizing rule sets is
proposed, and with these proposed algorithms, a classification algorithm is
designed to construct a rule-based classifier. Finally, we use the experiment
results to illustrate the effectiveness of the proposed algorithms.

Keywords: Attribute-value blocks -+ Data classification - Classifier
Incomplete inconsistent data + Granulation model

1 Introduction

Data classification is an important task in the field of data mining. Related classification
methods and techniques are increasingly extensively studied and some of them have been
successfully used to solve practical problems [1-3]. In the era of big data, the volume and
variety of data is growing and growing. Big data shows features of not only large volume
but also “inferior quality”. “Inferior quality” of data embodies in many aspects, two of
which are incompleteness and inconsistency. Data’s incompleteness means that there are
missing values in data while the inconsistency refers to that data contains conflicting
descriptions. There are many reasons that cause the incompleteness and inconsistency,
such as objective and subjective factors, noisy data, variety of data. In fact, problems
caused by the incompleteness and inconsistency are unavoidable when extracting
knowledge from big data [4]. The incompleteness usually enhances the degree of
inconsistency. Actually the problems of incompleteness and inconsistency are interwo-
ven and can not totally separated, which makes the problem of knowledge extraction
more complicated. Therefore, it is difficult and meaningful to solve classification prob-
lems oriented to “inferior quality” data that is characterized mainly by incompleteness
and inconsistency.
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There are many ways to handle missing values. Stefanowski [5]. distinguished two
different semantics for missing values: the “absent value” semantics and the “missing
value” semantics. Grzymala-Busse [6]. further divided such missing values into three
categories according to their comparison range: “do not care” conditions, restricted
“do not care” conditions, and attribute-concept values. In 2009 we utilized sorting
technique to design a fast approach to compute tolerance classes [7]. But this approach
has the problem of data fragmentation when the degree of missing values increases to a
certain level. Recently, we presented a new method called index method to quickly
compute attribute-value blocks [8], which can completely eliminate data fragmenta-
tions. In this paper, we studied on a fast classification problem of incomplete incon-
sistent data by using and improving such index methods.

2 Preliminaries

2.1 Incomplete Decision Systems (IDSs) and Attribute-Value Blocks

A decision system that contains missing values is called an incomplete decision system
(IDS), which can be described as 4-tuple: IDS= (U, A=CUD, V=V,

acA
{fa})uca> where U is a finite nonempty set of objects, indicating a given universe; both
C and D are finite nonempty set of attributes (features), called condition attribute set
and decision attribute set, respectively, where CND = ¢; V, is the domain of attribute
a € A, and |V,| denotes the number of elements in V,, i.e., the cardinality of V,;
f.: U — Vis an information function from U to V, which maps an object in U to a value in
V... Sometimes (U, A= CUD, V= |J V,, {fu}),ea is expressed as (U, C U D) for

acA
simplicity if V and f, are understood. Without loss of generality, we suppose D = {d}
in this paper; that is, D is supposed to be composed of only one attribute. A missing
value is usually denoted as “*”. That is, if there exists a € C such that * € V,, then the
decision system (U, C U D) is an incomplete decision system.
For an incomplete decision system IDS = (U, CUD), we define the concept of
missing value degree (the degree of missing values) [8], denoted as MD(IDS), for IDS:

the number of missing attribute values
\ulic|

MD(IDS) =

Obviously, missing value degrees have great effects on classification performance,
but related studies on this problem are little reported.

Attribute-value blocks were presented by Grzymala-Busse to analyze incomplete
data [8]. Here we first introduce some concepts related to attribute-value blocks.

In an incomplete system (U, C U D), for any a € C and v € V,, (a, v) is said to be
an attribute-value pair, which is an atomic formula of decision logic [9]. Let [(a, v)]
denote all the objects from U which can be matched with (a, v), and [(a, v)] is the
so-called attribute-value (pair) block [10]. According to the semantics of “do not
care’ conditions, we have:
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= {2 i) =) e

Actually, v = f,(x) for some x € U, and therefore block [(a, v)] is usually denoted
by K,(x) or S,(x) in many studies, i.e., K,(x) = S,(x) = [(a, fu(x))]. For B C C, the
attribute-value block with respect to B, Kp(x), is defined as follows:

Kp(x) = () [(a, fu(0))] = () Ka().

acB acB

Property 1. For B, B” C C, if B C B",Kp/(x) C Kpr(x).

2.2 Incomplete Inconsistent Decision Systems (IIDSs)

In an incomplete system (U, C U D), since Vp, does not contain missing values, D can
partition U into a family of equivalence classes, which are called decision classes. In
this paper, we let D, denote the decision class that contain object x, where x € U.

_ |Ks(x) N Dy
T IKs()]
object x belongs to decision class D, with respect to B, and then ug(x) is called the
consistency degree of object x with respect to B.

Obviously, 0 < ug(x) < 1.1If uc(x) = 1, object x is said to be a consistent object,
otherwise an inconsistent object. It is not difficult to find that an inconsistent object
x means that block K(x) intersects at least two different decision classes, i.e., Ko(x) ¢ D,.

For an incomplete decision system (U, C U D), if U contains inconsistent objects,
i.e., there exists y € U such that uc(y) < 1, then the decision system is said to be an
incomplete inconsistent decision system (IIDS), denoted as IIDS = (U, C U D).

Definition 1. For an object x € U, let mg(x) , denoting the degree to which

Definition 2. Let id(IIDS) denote the ratio of the number of inconsistent objects to the
number of all objects in U, i.e., id(IIDS) = |{x € U| pc(x) < 1}|/|U], and then id(IIDS)
is called inconsistency degree of the decision system IIDS.

Obviously, 0 < id(IIDS) < 1. In order to judge if an object x is consistent, we
need to compute its consistency degree up(x), which is possibly a time-consuming
computational process because it involves set operations. The following property can
make preparation for efficiently computing pp(x).

Property 2. For incomplete inconsistent decision system (U, C U D) and any
xe U, Kg(x)NDy={y € Uly € Kg(x)andf,;(y) =fs(x)}, and therefore pz(x)=

[{yeUlyeksWNuW=faM yhere B C C and D = (d}
K (x)] ’ = )

3 A Granulation Model Based on IIDSs

In order to compute Kp(x), we generally need to traverse all objects in U, and therefore it
takes the computation time of O(|U|2|B|) to compute Kz(x) for all x € U, which is a
time-consuming computation process. However, we notice that when considering only
one attribute, we can derive some useful properties to accelerate the computation process.
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Definition 3. In an IIDS (U, C U D), for a given attribute a € C, let U}, denote the set
of all objects that f,(x) = *, ie., U: = {x € Ulf,(x) = x}; attribute a can partition
U —U; into a family of equivalence classes, which are pairwise disjoint, and let [x],
denote an equivalence class containing x, ie., [x],={y € U — Ullf.(y) =f.(x)},
where x € U, and let ', denote such a family, i.e., I'; = {[x],|x € U — U}}.

Each element in ', is an equivalence class. Those objects are drawn together in an
equivalence class due to that they have the same attribute value on corresponding
attribute. Sometimes, in order to emphasize the attribute value, we let I',(v) denote an
equivalence class in I, where all objects have attribute value v, ie.,
Lo(v) ={y € U= Ujlfua(y) = v}.

It is not difficult to find that I, U{U}} is a coverage of U; each element in
I',U{U}} is a subset of U, and they are also pairwise disjoint.

Property 3. Given I', and U}, for any B C C and x € U, we have

_ TR OO iffa(x) # %
Ka(x) = { U else
where [x], € T',.
Property 3 provides a method for us to use I', and U} to compute K,(x). We notice
that |V,| almost does not increase with |U], with which we can design an efficient
algorithm to compute I', and U} for all a € C. The algorithm is described as follows.

Algorithm 1: compute ', and U: forallae C

Input: (U, C U D), where U = {x1, x2,..., X}

Output: T, and U, forallae C

Begin

(1) Foreachae Cdo

@ {

(3) LetU, =Q@andT,=;

(4) Fori=1ltondo //n=|U

() H

(6) If fo(x;) = * then {let U: = U: U {x;}; continue;}
//Suppose I', = {T,(v)),...,[(v,)} at this moment, where ¢ = |T,| < |V,

(7) Letflag=0;

(8) Forj=1totdo

(9) T£,(x) = vythen { T,(vy) = Tu(v) U {x,}; let flag = 1; break;}

(10) If flag =0 then { let [ y(vic1) = {x:;}; T =T U {T.(vis)} };

(11) }

(12) }

(13) Return T, and U, ;

End.
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From Algorithm 1, we can find that its time complexity is O(|C||U|r) < O(|C||U]|
V,|). As mentioned above, |V,| almost does not increase with |U], so |V,| can be regard
as a constant generally. Therefore, the time complexity of this algorithm almost
approaches linear complexity O(|C||U)).

In fact, Algorithml is to granulate each “column” for an IIDS and therefore to
construct a granulation model for the /IDS. Let I', = I', U{U}}, and such a granu-
lation model is denoted as 9% = (U, { I', },ec, D) in this paper.

With the granulation model, we can compute any block Kjz(x) by using formula

Kp(x) = () Ku(x). In order to quickly compute Kp(x), we should know “where
a€B

K,(x) is”. So we construct an index structure to store the addresses of K,(x) for all
acC and x€U. Such an index structure is expressed as a matrix Yy =U x C =
[m(x, @)lycvacc, Where m(x, a) is the index or address of I',(v) and v = f,(x). The
algorithm of constructing matrix y is described as follows.

Algorithm 2: construct matrix i for granulation model 9%
Input: 9= (U, { F: Yae e D)
Olltpllt: Y= UxC = [m(x,a)]xe U, ae C»

Begin

(1) Foreachae Cdo
@ {

(3) Foreach 6e F: do
(CO N

6) For each xe 8do
© {

(7 If f,(x) = * then let m(x,a) = null;// in this case, 6 =U :

() Else let m(x,a) = loc(I',(v)); // the index or address of I',(v)
(C)NN

(10) '}

(11) }
End.

Actually, Algorithm 2 is to traverse all objects in I"; for all acC. We notice that U
I'’ = U and the elements (subset) in I"; are pairwise disjoint, therefore the complexity
of this algorithm is exactly equal to O(|U]||C|), which is linear complexity.

Both granulation model % and index matrix s are denoted as ordered pair [, y]. If
there is no confusion, [$A, Y] is also called a granulation model. The purpose of
constructing [, Y] is to provide a way to quickly compute block Kz(x) for any x€U,
with complexity of about O(|Kz(x)||B]).
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4 A Granulation-Model-Based Method for Constructing
Classifier

4.1 An Attribute-Value Block Based Method of Acquiring Classification
Rules

A classification rule can viewed as an implication relation between different granular
worlds, and each object x can derive a classification rule, which is a “bridge” between
such two worlds. Firstly, let’s consider the following inclusion relation: Kz(x) C D,.
Kp(x) and D, has their own descriptions, which are formulae of decision logic [9].
Suppose their descriptions are p and ¢, respectively. Then, object x can derive rule
o — ¢. According to Property 1, when removing attribute from B, Kp(x) would
enlarge, and therefore the generalization ability of rule p — ¢ would be strengthened.
But its consistency degree pug(x) may decrease and then increase its uncertainty.
Therefore the operation of removing attributes from B must be done under a certain
limited condition. Now we give the concept of object reduction, which is used to
acquire classification rules.

Definition 4. In an 7IDS = (U, C U D), for any object x € U, B C C is said to be a
reduct of object x, if the following conditions can be satisfied: (a) pugp(x) > pc(x), and
(b) for any B' C B, up(x) < pc(x).

Actually, it is time-consuming to find a reduce for an object, because it needs take
too much time to search each subset of B so as to satisfy condition (b). A usual method
is to select some attribute from C to constitute B such that ug(x) > uc(x). Such a
method is known as feature selection, with which we can easily obtain corresponding
classification rule. In the following, we give an algorithm to perform feature selection
for all objects x € U and derive corresponding classification rules.

Algorithm 3: construct a classification rule set
Input: [9%, y] and (U, C U D) // suppose U = {x, xa, ..., X,} and C = {ay, as, ...,

A}
Output: S // arule classification set
Begin
(1) LetS=;
(2) Fori=1tondo//n=|U]
3 {
4 LetB=C;

(5) Forj=1tomdo//m=|C| if,uB_{a/}(x,- ) > fc(x;) then let B = B-{a;};

(6)  Use B to construct p — ¢,
(1) LetS=SUip— o}

@ }
(9) Return S;
End.

In Algorithm 3, step (5) is to remove redundant attributes in C, which is actually to
perform feature selection. Let B; = B—{a;}. According to Property 2, with [9%, V1,
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m

pip,(x;) can be computed in the complexity of 0(2 K3, (x,-)||Bj|>. Therefore, the
=

complexity of Algorithm 3 is O (Zl Zl |K, (x;)] |Bj|> . Suppose ¢ is the average size of
i=1j=

blocks Kp_(4(x;) for all ¢; € C and x; € U and h is the average length of Bj, then

n m
O(ZZ |K3j(xi)||Bj|> = O(|U||C| - t-h). Generally, t<<|Ul and h<<|C|, so
i=1j=1
O(U||Cl--h) << O(UIICP).

It should be pointed that Algorithm 3 can not guarantee each generated attribute
subset is a reduct, but it does remove some redundant attributes from C and therefore
can finish the task of feature selection.

4.2 Rule Set Minimum

Since each rule in § is induced by an object in U, these rules and objects are one to one
correspondence. Usually, we let r; denote the rule that is induced by object x;, i.e., r;
corresponds to x;. We notice that |S| = |U| and there are many redundant rules in it.
Therefore we need to further remove those redundant rules, and this process is so-called
rule set minimum.

Definition 5. For rule r: p — ¢, let coverage(r) denote all objects which can match
rule r, i.e., coverage(r) = {x€U | x| = r}.

For two rules r,: p, — ¢, and r,: p, — ¢, if coverage(r,) C coverage(r,), then rule
r, is redundant and should be removed. Based on this consideration, we design the
following algorithm to minimize the rule set S.

Algorithm 4: minimize a rule set

Input: [, y] and S // S is a rule set which is generated by Algorithm 3

Output: MS // MS is a minimized rule set

Begin

(1) Compute [coverage(r)| for all r € §;

(2) Sort all rules from § in a descending order by |coverage(r)| and suppose S =
{r, ra, ..., ry} after sorting;

(3) Let MS = {r};

(4) Fori=2tondo //n=|U]

(5) {

(6) Ifx;e coverage(r.)) then let MS=MSU {r;}; //r;is induced by x;
7 }

(8) Return MS;

End.

In Algorithm 4, the key operation is to compute coverage(r;.;). Suppose B;_; is a set
of all attributes which are contained in rule r;;, and then computing coverage(r;.;) is
equivalent to computing block Kjp, | (x;—1), whose complexity is O(|Kp,_, (xi—1)||Bi-1])
by using [, ¥]. Suppose the average size of blocks K. ,(x;_1) is p and the average



160 Z. Meng and H. Li

length of B;; is o, then the complexity is O(|Kp, (x1)||B1] + |Kp, (x2)||B2| + ... +
|Kg, (x:)||Bn]) = O(|U| - p - 0). Generally, p << |U| and o << |C|. Therefore O(|U|-
p-o) << O(IUF|C).

4.3 A Classification Algorithm for Constructing Rule-Based Classifier

Using the above four provided algorithms, we here give a complete algorithm to
acquire a rule set, which is used as a classifier to classify incomplete inconsistent data.
The complete algorithm is described as follows.

Algorithm 5: construct a rule-based classifier

Input: (U, C U D)

Output: MS // MS is a rule-based classifier

Begin

(1) Use Algorithms 1 and 2 to construct granulation model [ I7, ¥1;

(2) Use Algorithm 3 to construct rule set S by using [, y];

(3) Use Algorithm 4 to minimize rule set S to be MS by using [, y] and S;
(4) Return MS;

End.

As analyzed above, the complexities of Algorithms 1 and 2 are all O(|C||U]), and
those of Algorithms 3 and 4 are O(|U||C|-+-h) and O(|U|-p-0), respectively, which are
much less than O(|U’|C|*) and O(|U’|C)), respectively. Therefore, it can be seen that
the time-consuming step is step (3), and then the complexity of Algorithm 5 is O(|U||C|:
r-h), which is much less than O(|U[*|C[?).

5 Experimental Analysis

In order to verify the effectiveness of the proposed methods, we conduct several exper-
iments using UCI data sets (http://archive.ics.uci.edu/ml/datasets.html). These experi-
ments ran on a PC equipped with a Windows 7, Intel(R) Xeon(R), CPU E5-1620v3,and
8 GB memory. The data sets are outlined in Table 1, where |U|, |C| and |Vd| stand for the
numbers of samples, condition attributes, and decision classes, respectively.

For there exist missing values in incomplete decision system and the relation between
objects are tolerance relation, instead of equivalence relation, we can not use sorting
technique to accelerate the process of computing blocks and therefore need to compare

Table 1. Description of the four data sets.

No. | Data sets |U| |C| | |Vdl | MDUIDS) | id(IIDS)
Voting-records | 435|17 |2 |0.0563 0.6736
Tic-Tac-Toe 958 912 |0 0
Mushroom 8124122 |2 0.0139 0
Nursery 12960 8|5 |0 0

B W N~
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Fig. 1. Running times of Algorithm 5 and Algorithm 5’ for mushroom and nursery

x with all other objects in U when computing block Kjp(x), where x € U. Replace the
method of computing attribute-value blocks in Algorithm 5, which is based on the
granulation model, with such a method of computing blocks and keep other parts
uncharged. Thus we would obtain another algorithm, denoted as Algorithm 5'. To
compare the running times for a varying number of data records, we execute Algorithm 5
and Algorithm 5’ on two data sets, Mushroom and Nursery, for four times, with randomly
extracting different objects at each time, and the results are shown in Fig. 1.

Form Fig. 1 we can find that the running times of Algorithm 5’ increase much more
rapidly than that of Algorithm 5. Therefore, the constructed granulation model can
greatly improve computational efficiency for Algorithm 5.

Algorithm 5 consists of Algorithms 1, 2, 3 and 4. We count the time for each
algorithm when they are executed on Mushroom and Nursery, and the results are
shown in Table 2.

It can be seen from Table 2 that, comparing with Algorithms 3 and 4, it only takes a
little time for Algorithms 1 and 2 to construct granulation model. This means that
constructing granulation model cost very little but it forms the foundation for fast
feature selection and building classifiers. Additionally, Table 2 also shows that
Algorithm 3 is the most time-consuming algorithm.

Table 2. Running times of Algorithms 1-4 for mushroom and nursery

Data sets and the used Size of data set

algorithms 1000 3000 | 5000 7000

Mushroom | Algo. 1 + Algo. 2| 0.062| 0.109 0.548 0.710
Algo. 3 20.524{293.039 | 1148.922 | 2748.864
Algo. 4 1.602 | 49.749 | 233.802| 545.356

Nursery Algo. 1 + Algo. 2| 0.042| 0.058 0.164 0.358
Algo. 3 1.955| 28.818 | 119.987 | 278.489
Algo. 4 1.382 | 53.047| 287.059| 771.875

To verify the classification performances of Algorithm 5, we utilize Voting-records,
Tic-Tac-Toe, and Nursery to test Algorithm 5 using 10-fold cross-validation. The
results are shown in Table 3.
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Table 3. Precision and recall of Algorithm 5

Data set Precision | Recall
Voting-records | 0.9103 | 0.8950
Tic-Tac-Toe |0.9958 |0.9969
Nursery 0.9850 |0.7634

From Table 3, we can find that Algorithm 5 can have relatively high precision and
recall on these data sets. This shows that the proposed algorithm has better application
values. Additionally, Table 3 also shows that Algorithm 5 is suitable not only for
incomplete inconsistent data but also for complete consistent data. Of course, it has
better classification performances on complete consistent data than on incomplete
inconsistent data.

6 Conclusion

Extracting rules from data sets and then using a rule set as a classifier to classify data is
one of our purposes recent years. In this paper, oriented to incomplete inconsistent data,
we first used attribute-value block technique to construct a granulation model, which
actually consists of a block-based model and a index matrix; secondly, based on the
constructed granulation model, an algorithm of acquiring classification rules is pre-
sented and then an algorithm of minimizing rule sets is proposed; with the proposed
algorithms, we designed a classification algorithm for constructing a rule-based clas-
sifier; finally, we conducted some experiments to verify the effectiveness of the pro-
posed algorithm. The experiment results are consistent with our theoretical analysis.
Therefore, the work in this paper has a certain theoretical value and application value,
and provides a new idea to classify incomplete inconsistent data.
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Abstract. Sentiment analysis has been a hot area in the research field of lan-
guage understanding, but complex deep neural network used in it is still lacked.
In this study, we combine convolutional neural networks (CNNs) and BLSTM
(bidirectional Long Short-Term Memory) as a complex model to analyze the
sentiment orientation of text. First, we design an appropriate structure to com-
bine CNN and BLSTM to find out the most optimal one layer, and then conduct
six experiments, including single CNN and single LSTM, for the test and
accuracy comparison. Specially, we pre-process the data to transform the words
into word vectors to improve the accuracy of the classification result. The
classification accuracy of 89.7% resulted from CNN-BLSTM is much better
than single CNN or single LSTM. Moreover, CNN with one convolution layer
and one pooling layer also performs better than CNN with more layers.

Keywords: Natural language processing -+ CNN - LSTM - Sentiment analysis

1 Introduction

As the significant carries of emotion, texts are in an irreplaceable position on the
Internet. The sentiment analysis is usually used to measure the emotional attitude of
texts and related studies grow quickly. In the literature, Hazivassiloglou and McKeown
investigated semantic orientation of adjectives based on cluster methods [1]. Turney
and Littman chose seven pairs of words that have strong orientation and then set
SO-PMI (semantic orientation-pointwise mutual information) to judge a word with a
standard word. According to SO-PMI, they chose two groups of words in which one is
positive (P word) and the other is negative (N word) as standard words [2]. Kim chose
a method based on sentiment knowledge and summed up the weighing of phrases and
describing words [3]. Pang studied sentiment analysis of English texts with machine
learning [4]. With the development of artificial intelligence and deep learning, more
and more related networks and methods have been involved in natural processing. In a
variety of networks, CNN [5] is widely used for its generalization. Because of its
advantage in learning the higher level features, CNN has achieved a great breakthrough
[6] and being applied to many areas, such as image classification, face recognition and
other tasks related to image [7]. Among them, LSTM [8] is a kind of recurrent neural
networks and is able to keep the information for a long time because it has memory
cells. In other words, LSTM is a time-order network [9], while BLSTM (Bidirectional
Long Short Term Memory) is a kind of network combining LSTM with BRNN [10],
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which has two directions to input data and two hiding layers to save the information in
both directions and sharing the same output layer. In this paper, we designed a more
complex model containing both CNN and BLSTM for sentiment analysis.

The rest of the paper is organized as follows: Sect. 2 reviews the related work to
CNN and LSTM. Section 3 describes the model we used in this work. Section 4 shows
the experiments and their results. Section 5 presents the conclusion and future works.

2 Methods and Models

2.1 CNN

Usually, convolutional neural networks [5] are used in image classification. In this
study, CNN was used as a feature important part in our sentiment analysis model.
Convolutional neural networks provide a learning model which is end to end and
the parameters of the model can be trained with gradient descent algorithm. A typical
convolutional neural network consists of an input layer, convolution layers, pooling
layers, a full connection layer and an output layer. Its architecture is shown in Fig. 1.

— T
o1 e

£ 0|

o/
------------- é 0
. 4 _ o -

convolutional pooling convolutional pooling softTTax
Input layer

layer layer layer layer layer

Fig. 1. Structure of typical CNN.

Both images and texts can be presented as a matrix. The matrix V is the input of a
CNN. We suppose that H; is the i layer of the network (V = Hy).
If H; is a convolutional layer:

H=f(Hi-1 ©W;+b) (1)

In formula (1) W; is the weight vector of H; layer. Operator ® is the convolution
operation of the convolution kernel and the H,_; layer. The output of the convolution
will be added with the offset ;. And finally, H; could be calculated by a nonlinear
excitation f(x).



166 Q. Shen et al.

If H; is a pooling layer:
H; = subsampling(H;_) (2)

The purpose of this layer is to reduce dimensionality and keep the features stable to
some extent.

What we want is a probability distribution Y. With several convolution layers and
pooling layers, we get a model:

Y(i) = P(L = li|Ho; (W, D)) 3)

Gradient descent algorithm is used to train the parameters (W and b) of each layer.

E(W,b) = L(W,b) + %WTW 4)
B DE(W. b)
B OE(W. b)
bi=bi—1n b, (6)

A is the parameter to control the overfitting and # is the learning rate.

2.2 LSTM and BLSTM

LSTM [8] is a kind of recurrent neural networks (RNN). Because of its ability to make
use of long term information, it is suitable for sequential data processing in texts.
LSTM unit is shown in Fig. 2. And BLSTM [10] is included in LSTM, which is
bidirectional.

Xeheoy

ﬂ
&

Ce-1

o
ﬁ/

Fig. 2. LSTM memory block.
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A LSTM memory block unit contains three gates, input gate, forget gate and output
gate. These gates facilitate saving, reading, resetting and updating the long term
information. We supposed x as the input, ¢ as the memory cell and the h as the output.
We calculate the candidate cell ¢;,, W,. and W), are weights of input and the output
from previous time.

H; =f(Hi_; © W; +b;) (7)

Input gate value i; is used to control the impact of memory cell. Forget gate value f;
is used to control the impact from history information to current memory. And output
gate value is used to control the output of the unit.

iy = 0 (Wyixs + Wiihy— + Wiyt +b;) (8)
fi = O'(foxr + Wighi—1 + Werer1 + bf) )
0r = 0(WyoXy + Wiohy—1 + Weocrm1 + by) (10)

x; is the current input value. h;_; is the previous output value. And ¢, is the
previous memory cell. ¢ is an activation function that we usually choose logistic
sigmoid algorithm for it.

G=fi®c1+i ¢ (11)

ht = O¢ ® tanh(C[) (12)

3 CNN-BLSTM Model

3.1 Word Embedding

Word embedding is a significant technology in NLP when referring to deep learning. It
turns each word into a feature embedding containing semantic information. In this
study, word embedding was calculated with GloVe algorithm (Global Vector for word
Representation) which is represented by Stanford in 2014 [11].

It’s the loss function of GloVe:

J(0) = %ZZZI F(Py) (ul'v; — logPy)? (13)

In this formula, f(x) is a truncation function to reduce the disturbance of frequently
used words.
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3.2 CNN-BLSTM Model

In this paper, our model combined one-layer CNN and BLSTM. Each word in the texts
has been processed to be a 50-dimensional vector in the preprocessing of the model.
The embedding processing is shown in Fig. 3.

50D vectors

b 4
Y

Embedding

Fig. 3. Word embedding.

The pretrained words in the dataset were projected into word vectors in input part of
the our model. A convolution layer, a maxpolling layer, a dropout layer and a BLSTM
layer was followed sequentially. The whole structure is shown in Fig. 4.

Input

convolution [—» Leaky
2on%S ReLU

A 4

y

Max pooling

Dropout

Y

BLSTM

v

Fig. 4. CNN & BLSTM model structure.

The input is the result from word embedding process. The input layer receive a
maximum of 1000 word vectors, each of them has 50 dimensions. We used convo-
lution kernel size of 5 in CNN layer with activation function of LeakyRelU, a max
pooling layer followed it with pool size of 4. In order to prevent model overfitting, we
used a dropout layer after the last max pooling layer. The last part of the model is a
BLSTM layer and two dense in which the last dense used softmax as activation and
output 2 dimension vector refer to probabilities of the positive and negative classes.
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4 Experiments and Results

4.1 Dataset

We used the dataset about the sentiment classifications of movie reviews in IMDB. The
labeled dataset consists of 50000 IMDB movie reviews. They only have two types of
reviews, positive or negative. The whole dataset was divided into two parts.
40000 labeled reviews were training set and the other 10000 were test set.

4.2 Experiments

4.2.1 Experiment 1

We compared simple BLSTM and CNN-BLSTM model for sentiment classifications.
BLSTM model used a BLSTM layer with 128 unit outputs. CNN-BLSTM model
connected a CNN layer with the size of 5-unit kernel, a max pooling layer with pool
size 4 and an BLSTM layer with 128-unit output. The maximum feature numbers are
20000, maximum lengths are 1000 and the loss function is categorical cross entropy in
the both models. The results are shown in Table 1.

Table 1. Comparison of BLSTM and CNN-LSTM.

BLSTM | CNN-BLSTM
Accuracy | 82.5% |85.3%

The accuracy of each single model is respectively 82.5% and 85.3%.
CNN-BILSTM performed better than BLSTM model. The local semantic information
in a sentence extracted by the convolution layer could lead to the better performance of
CNN-BLSTM.

4.2.2 Experiment 2
We compared six different models. Three of them are models with respectively 1, 2 or 3
CNN layers with a BLSTM layer and a full connected layer with pre-trained word
embedding (using GloVe, dimension: 50), and the others are models without
pre-trained word embedding. In every model, each CNN layer used 64 filters with
kernel size 5, each CNN layer was followed by a max-pooling layer with pool size 4,
the last pool layer was followed by a dropout layer and a BLSTM layer with 128 unit
outputs, the last layers were two full connected layers with respectively 128 unit
outputs/activation function of LeakyReLU and 2-unit outputs/activation function of
softmax. Every model was trained with 10 epochs, the training batch size is 128 with
loss of categorical cross entropy and RMSProp optimizer. The comparison results are
shown in Table 2.

The results showed that the ICNN-BLSTM model with pretrained word embedding
got the best accuracy 89.7%, and the 3CNN-BLSTM model with pretrained word
embedding got the lowest accuracy 77.7%.
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Table 2. Comparison of 6 models.

ICNN-BLSTM | 2CNN-BLSTM | 3CNN-BLSTM | Average
With pretrained word 89.7% 86.2% 77.7% 84.5%
embedding
Without pretrained 85.3% 81.6% 79.1% 82.0%
word embedding
Accuracy 87.9% 83.9% 78.4%

At first we could compare the models with pretrained word embedding and models
without those, the result showed that average accuracy of the former is 84.5% while
average accuracy of the latter is 82.0%. It’s obviously that the pretrain word embedding
enhanced the performance of CNN-BLSTM, which could be caused by the extra
semantic information brought by word embedding.

We could also compared models with different numbers of CNN layer. It was kind
of weird that the models with more CNN layer got worse performance. This conse-
quence might be on the contrary of the cognition of us that the model with more
complex structure should perform better. But it’s known that IMDB datasets only have
50000 samples (40000 for training and 10000 for testing). The consequence could be
the results of under-fitting of the complex model.

5 Conclusion and Future Work

In this work, we described a series of experiments with CNN and BLSTM and obtained
a satisfactory accuracy that could reach up to 89.7%. The whole process contained two
steps. The first step was the data pre-processing and each word was turned into a 50D
word vector. The result was obviously better if we did word embedding before the data
was put into our model directly.

The second step was to accomplish the sentiment analysis with CNN and BLSTM.
In this step, we changed the numbers of layers of convolution and pooling in CNN to
find a simple CNN with one layer of convolution and one layer of pooling which
performed best by comparison. The accuracy of two-layer CNN which contained two
convolution layers and two pooling layers was 86.2% and the accuracy of three-layer
CNN which contained three convolution layers and three pooling layers was 77.7%.

In the model, the dropout function was also added to make the result reliable
because of its reduction of over fitting. We also investigated whether the additional
pre-processing of the data could give the result an advantage like adding POS (part of
speech) tagging to the experiment, because not all of the words make sense. In general,
adjectives and adverbs describe the feelings of the authors and therefore in the future
work, we will devote to exploring more significant methods to do pre-processing of the
natural language data.

Acknowledgment. This work was supported by the Grant from the National Natural Science
Foundation of China (61173116).
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Abstract. Recently, there is a surge of recommender system to alleviate
the Internet information overload. A number of recommendation tech-
niques have been proposed for many applications, among which music
recommendation is a kind of popular Internet services. Unlike other
recommendation services, music recommendation needs to consider the
interaction and content information, as well as the inherent correlation
and feedback among music playlist. Thus, in this paper, we model music
recommendation as a Markov Decision Process, and consider the music
recommendation as a playlist recommendation task. Along this line, we
propose a novel reinforcement learning based model, called RLWRec, to
exploit the optimal strategy of playlist. Two novel strategies are designed
to solve the curse of state space and efficient music recommendation.
Experiments on real dataset validate the effectiveness of our proposed
method.

Keywords: Music recommendation + Reinforcement learning - Markov
decision process

1 Introduction

With the rapid development of information technology and Internet, human soci-
ety has gradually entered the era of information overload, where users have more
and more difficulties in accessing information in Interest. Thus recommender sys-
tems [7] arise at the historic moment, which utilize user-item interaction and/or
content information associated with users and items [11] to help users to predict
preference and make reasonable recommendation.

Recommender systems have been widely used in various applications [2,5,10].
Among them, the music recommendation is a very popular web service, which
recommends songs from huge corpus by matching songs with user preference [15].
Existing recommendation techniques, such as collaborative filtering, matrix fac-
torization and so on [3,9,12,15,17], typically utilize ratings of users on items
(may also include some additional information, e.g., social relations and geogra-
phy) to infer user preference and make proper recommendation. In these meth-
ods, there are weak ties among adjacent items. Moreover, there are rare feedbacks
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of users on items, and these feedbacks have little swift effects on subsequent
items. We think these methods may not be suitable for music recommendation,
since there are some specific characteristics in the process of listening to music.
We know that people listen to music that reflect their feelings. And the music
playlist has the inherent and consistent feelings. In addition, there are many
meaningful feedbacks of users on songs, such as “skip”, “listen”, “download”
and “collect”. These feedbacks reflect different preferences of users on songs.

In order to consider the song correlation, advanced methods introduce
Markov decision process [6] and reinforcement learning [13], and regard the rec-
ommendation task as decision problem. Chi et al. [1] models the automatic
playlist generation problem as Markov decision process and learns the user
preference with reinforcement learning. Furthermore, considering the influence
between songs, Liebman et al. [4] relate learning individual preferences with
holistic playlist generation and propose a novel reinforcement-learning frame-
work DJ-MC to recommend song sequences. Moreover, Wand et al. present
a reinforcement learning framework based on Bayesian model to balance the
needs to explore user preferences and to exploit this information for recommen-
dation [15].

In this paper, similarly, we model the recommender system as Markov deci-
sion process, and employ reinforcement learning to solve it. However, our research
differs from state-of-the-art models in several ways: (1) We integrate the user
feedback into model as well as considering the influence between songs. (2) We
propose a state compression method to capture enormous state space of MDP.
Meanwhile, we design a recommendation strategy to make a trade-off between
accuracy and coverage of recommendation. With these two designs, we propose
the RLWRec model based on @Q-learning with e-greedy strategy. The experi-
ments on real music datasets show the effectiveness of our model. Meanwhile,
we analyze the influence of user listening frequency and the window size on our
model.

2 Preliminary

In this section, we describe notations used in the paper and present some pre-
liminary knowledge.

Markov decision process is a expansion of Markov chain, whose difference
is the actions and rewards to join. In general, MDP is defined as a quintuple
form M = <S, A, T, R,v>, where S is the set of states, A is the set of actions,
T:5x8xA— R depicts the function of state transition, representing that
state s will transfer to state s’ in probability Pr(s’|s,a) when performing action
a,R: S x5 x A — R is the reward function, representing that the rewards of
performing action a in state s and reaching state s’ is R(s',s,a). (0 < v < 1)
depicts the attenuation of rewards, the smaller v means the more importance of
immediate rewards. The key of MDP is to find a optimal strategy = : S — A,
representing a mapping of states to actions, i.e. the optimal action a = 7(s) in
each state.
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Reinforcement learning is the name of a set of methods and algorithms for
controlling agents to automatically improve their performance by tying to max-
imize the rewards received from environment. After modeling the real problem
as MDP, we can apply reinforcement learning technology to estimate optimal
strategy. Q-learning [16] and SARSA [8] are the most widely employed in actual
problems, which are both primarily concerned with estimating the value of per-
forming any action in each state and dynamically update the learned strategy.

3 Reinforcement Learning Based Playlist
Recommendation Model

In this section, we describe our recommendation problem and model the rec-
ommendation task as MDP, and then propose the Reinforcement Learning with
Window for Recommendation (called RLWRec).

3.1 Problem Description

Listening music on the music platform is actually an interactive process: the
music platform recommends a song for us, and we can choose a series of actions
as feedback for the music platform, such as skip, listen, download, collect and
so on. As a consequence, we can obtain the sequence of interaction between
music platform and users, which can be considered as a MDP. Therefore, the
recommendation task can be summarized as follows: based on a music corpus
and the interactive records, we train the recommender system to recommend
songs which will follow user preferences.

3.2 Recommendation Framework Based on Reinforcement Learning

In this section, we model the recommendation task as MDP. Concretely, we will
model states, actions and reward function.

Modeling States and Actions. In order to learn user preferences from interac-
tive process, we have to model user’s states to reflect his or her listening history.
Inspired by the N-Gram model, which predicts the next word while knowing
last N words, we model user’s states as sliding window of size K, which pre-
serves the K songs recently listened. And we approximatively regard the state
as user’s listening history on the music platform. Thus, we concretely define the
music corpus M = {my,ma, ..., m,}, and then the state space of our model can
be represented as S = {(m;, mit1,....,miyx—1)|Vj € [1,i + K —1],m; € M}.
With the definition of states, we regard each song as an action. Therefore, each
time our model executes an action a (recommending a song) once, user’s state
will transfer, the sliding window of state s will slide a step backward, and take
the song recommended into window, thus reach a new state s’. For an example,

we assume user’s current state s = (mq, ma, ..., mg), the recommender system
recommends a song mg 1 for the user according to the past strategy, then the
user’s state will transfer to s’ = (mag, ms, ..., mi41). Thus, the action space of

our model can be represented as A = M.



Playlist Recommendation Based on Reinforcement Learning 175

Modeling Reward Function. The basis of reinforcement learning lies in the
rewards the agent receives, and how it updates state and action values [14].
As for our recommender system, users will express their feelings via a series of
implicit or explicit feedback when a song is recommended. Hence, we need to
construct a reward function to integrate user’s various feedback and measure
the achievement to the recommendation goal. In this paper, in consideration
of real dataset, we only extract three feedback information: listen, collect and
download. Thus, we design a reward function as follows:

3
R(f) =Y wixI(f == F), (1)
i=1
F = {listen, collect, download},

where F' is a feedback set, I is boolean function, w; is weight, mapping user’s
feedback to discrete numerical space.

With the definition of the elements of MDP, we can summarize our model as
Fig. 1.

R(s;.d) R(s1.8)

Fig. 1. Model recommender system as MDP.

3.3 Model Challenges

Although we have modeled the recommendation task as MDP, how to solve is
not a trivial problem. We will still face the following challenges.

State Space Challenge. Our model preserve user’s latest K songs with sliding
window of size K, which approximates to user’s listening history. However, the
model will face a serious problem — the curse of state space. Each state of MDP
is composed of K songs, so that our model’s state space is | M| (| M| represents
the size of song set). In terms of time and space complexity, the exponential state
space cannot be accepted. Hence, we present a state compression algorithm to
transform individual songs to song clusters for further model learning.

Recommendation Challenge. We apply reinforcement learning algorithm in
MDP problem, which will estimate a series of strategy for recommender system.
Thus, it is necessary to select a proper strategy for a recommendation. In addi-
tion, picking a song from a song cluster is another important issue we have to
consider. Therefore, we design a novel recommendation strategy based on tree
structure to improve the recommendation performance.
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4 Model Learning

4.1 State Compression Based on Collaborative Filter

In order to reduce the dimensionality of state space for efficient training and
predicting, we propose a state compression algorithm based on collaborative
filter. The basic idea is that it clusters songs according to the similar user’s
performance, and then replaces songs to song clusters in the model learning
process.

User Clustering. Our model is mainly used for personalized recommendation
of single user. Hence, we extract a user’s listening logs from dataset for model
training, we name this user as su. We construct each user’s feature vector, con-
sisting of user’s feedback (listen, download and collect) for all songs in dataset,
which reflects user’s music preference. Then, we measure similarity between su
and each user in dataset. After similarity measure, we extract top k similar users,
whose feedback will be feature for song clustering later.
Su - u

(2)

sim(u) = —————,

[sul * |u|
where u is arbitrary user except su, sim(u) depicts music preference similarity
between u and su.

Song Clustering. In the song clustering process, we transform songs to feature
vector of k + k' dimensions consisting of user’s feedback feature and song’s own
feature. User’s feedback feature has k dimensions, which are top k similar users’
performance (0: never listened, 1: listened, 2: collected, 3: downloaded) for the
song. Song’s own feature has k&’ dimensions, including singer, release time, popu-
larity, language, gender and so on. Consequently, we use k-means for clustering,
resulting in IV song clusters.

RLWRec adopts state compression based on collaborative filter, consisting
of user clustering and song clustering, transforms |M| songs to N song clusters
(N << |M]|). Thus, song clusters can replace songs to construct state space in
modeling and training, which tend to immensely reduce the size of state space.

4.2 Learning Algorithm

We choose @-learning as our learning algorithm. This method, combining
dynamic programming and Monte Carlo’s idea, is an efficient model-free rein-
forcement learning algorithm. Moreover, we bring e-greedy strategy in learning
process, which can make a trade-off between exploration and exploitation.

Q-learning. @-learning is primarily concerned with estimating an evaluation
of performing specific actions in each state, known as @-values, which not only
consider action’s immediate rewards but also takes accumulative rewards into



Playlist Recommendation Based on Reinforcement Learning 177

account. We denote the @-value of performing specific action a in state s as
Q(s,a). And we design the Q-value update rule as follows:

Qn(s,a) = (1 — an)Qn-1(s,a) + a,[R(s,a) + ’YH}?XQn_l(SI,CLI)] (3)

with
_ 1
- 1+ VisitCount(s,a)’

(4)

Ap

where R(s,a) represents the immediate reward of performing action a in state s,
s’, a’ are next state and action of s, « controls the attenuation of accumulative
rewards. Moreover, we bring in «,, related to the count of performing same
action in same state. This rule can partly reveal user’s music preference and
accelerate the coverage with the decreasing value of «,,.

e-greedy Strategy. The training of reinforcement learning is a process of try-
ing. So when we choose an action in a state, we should consider two aspects:
(1) knowing the rewards of each action. (2) choosing the action of most reward
recently. Thus, reinforcement learning has two strategies: exploration strategy
(trying as many actions as possible) and exploitation strategy (choosing the best
action given current information). Obviously, the two strategies are conflicting.
Hence, we take advantage of e-greedy strategy, which is an eclectic collection of
above two strategies. e-greedy strategy guarantees the trade-off between explo-
ration and exploitation based on a probability e: exploring in the probability of
€ and exploiting in the probability of 1 — €.

state s
P4 Pyz Pi3 -
cluster c, cluster c, cluster c;
song s, song s, song s

Fig. 2. Recommendation strategy based on tree structure.

4.3 Recommendation Strategy

As mentioned above, Q-learning can evaluate the true rewards of performing
each action in each state, knowing as @-value. Thus, we can get the list of Q-
value of actions in each state. Thus, we need design a recommendation strategy
to choose a song cluster and then recommend a song for the specific user. First
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of all, for the specific user su, we let him set a score for each song in the dataset,
representing the preference of song of su, denoted as preference(m). We give
the calculation rule as follows:

preference(m) = Z county * wy, (5)
fer
F = {listen, collect, download},

where count s represents the count of user performing feedback f for song m, wy
is the preference weight of user performing feedback f for song m. Meanwhile,
in the process of recommendation, we also can update user’s preference with the
timely feedback, as follows:

preference,(m) = preference,_1(m) + wy. (6)

Based on user’s preference score, our model can recommend for user by ser-
val strategies. One naive idea is recommending by the maximal @-value and
preference score. However this strategy will seriously bring down the coverage of
recommendation. Moreover, we can combine this strategy with e-greedy strategy
to improve the coverage of recommendation. In order to get better performance
further, we design a recommendation strategy based on tree structure: recom-
mending song cluster according to the probability of @-value and recommending
song according to the probability of preference score, as shown in Fig.2. For
example, assume in the state s, the recommender system has the probability of
Pj5 to choose the song cluster ¢y and further recommends the song s with the
probability of Ps5. Recommending based on probability can not only guarantee
accuracy of recommendation but also improve the coverage of recommendation.

5 Experiment

In this section, we will validate the effectiveness and traits of our model by
conducting a series of experiments.

5.1 Dataset

In this paper, we use a real music dataset for experiment, including song data
and user interaction record of six months. This music dataset consists of 349949
users, 10842 songs and 5652232 feedback (listen, collect, download). Meanwhile,
this music dataset includes song’s essential features, such as artist, publish time,
initial popularity and so on. Based on the raw data, we cut the dataset into three
smaller dataset according to user’s listening frequency. These three datasets are
as follows: low frequency dataset (the frequency of songs listened by users is
smaller than 300), medium frequency dataset (between 400 and 700), and high
frequency dataset (larger than 800). And in these datasets, we filter out some
special users (listen too many or too few) and guarantee the number of users at
around 600 and the number of songs at around 10000.
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5.2 Comparison Methods and Metrics

Because there are few methods integrating user feedback for music recommenda-
tion, and advanced methods based on reinforcement learning [1,4,10] don’t use
quantitative indicators to measure the recommendation performance, we design
the following methods as baselines.

e RandRec. Randomly choose songs from user’s listening history and recom-
mend for user.

e CFRec. Recommend songs for user according to other users with similar
music preference.

e PopRec. Calculate song’s popularity and randomly recommend the topk
popular songs for user.

In the experiment, we set the sliding window size k = 3, the attenuation factor
and the exploration probability in @-learning v = 0.8 and ¢ = 0.7. Meanwhile,
optimal parameters are set for other algorithms.

In this paper, we calculate the accuracy and coverage of recommendation.
Similar with the traditional F; score, we combine the accuracy and coverage and
use the Score to evaluate the performance of list prediction.

Hse L, and s¢& L}

Accuracy = ) (7)
| Ly
t(L,) N set(L
Coverage = set(Ly) O set( t)7 (8)
|Le|
Scorey,; = 2 x Accuracy * Coverage )

Accuracy + Coverage

where L, is the song list predicted by models, and L, is the actual listening list.
A lager Score means a better performance.

5.3 Effectiveness Experiments

In order to validate the effectiveness of our model, we will compare RLWRec to
other baselines. For each dataset, we use 90% of data as training and the rest of
the dataset for testing. Moreover, the random selection is carried out 10 times
independently and the average results are illustrated in Fig. 3.

It is clear that our RLWRec model achieves significant performance improve-
ments compared to other algorithms. It indicates the benefits of recommendation
with reinforcement learning. It also shows that RLWRec is more stable with the
growth of song list length. Moreover, as the increment of song list length, the
performance of RLWRec will gradually converge and tend to be steady, which
reveals that the stabilization of users performance of music in a period of time.
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5.4 Influence of User’s Listening Frequency

In the above experiments, comparing different frequent datasets, we can find that
most methods are affected by the listening frequency. In this section, we further
study the influence of user’s listening frequency to the prediction performance.
We do the same experiments, and compare the performances of predicting the
song list of length 20.

As illustrated in Fig. 4, it is clear that most of models will be influenced by
user’s listening frequency. The performance of RLWRec will slightly decrease
as the growth of user’s listening frequency. It can be inferred that our model’s
training state space will increase as the growth of user’s listening frequency,
which leads to the difficulty of choosing the right action in a specific state. As
for the recommendation methods base on other users’ behaviors, such as CFRec
and PopRec, the influence is more slight.

5.5 Influence of the Window Size

RLWRec, based on reinforcement learning, models the recommendation task as
a MDP, where we use the sliding window of size K to preserve the K songs user
recently listened as user’s current listening history. In this section we design a
experiment to analyze the influence of the window size K. Due to the restriction
of computing ability and memory space, we set K as 1, 2, 3 respectively for
experiments and other parameters remain unchanged. The result is shown in
Fig. 5.
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The result shows that the siding window size can affect our model to some
extent. It is obvious that the best result is achieved when the size of window
is 3. The reason lies in the window of smaller size (i.e. less listening history)
will not hold enough information in memory to make better recommendation.
Meanwhile, a large window tend to provide our model a longer memory and
achieve a significant performance. However, it will cause a larger state space and
need more computing time.

5.6 Influence of Different Recommendation Strategies

In the Sect. 5.3, we show three recommendation strategies in our model: native
recommendation strategy, recommendation with e-greedy strategy and our rec-
ommendation strategy based on tree structure. In this section, we do experiments
in the medium frequency dataset to show the influence of the three recommen-
dation strategies. The result is shown in the Fig. 6.

It is clear that our recommendation strategy based on tree structure well
outperforms other recommendation strategies. It indicates that our recommen-
dation strategy can balance the accuracy and coverage of recommendation and
improve the performance of the recommender system. Moreover, it also shows
that the performance of our recommendation is more stable with the growth of
the length of song list. Because the native recommendation strategy will restrict
the coverage of the recommender system and the e-greedy strategy will bring in
the uncertainty and decrease the accuracy of the recommender system.

6 Conclusion

In this paper, we integrate the user feedback and influence between songs in
recommender system and model it as Markov decision process. Then we design
a novel reinforcement learning framework RLWRec to generate music playlist.
Moreover, we propose the state compression method based on collaborative filter
for the dimensionality reduction and design a recommendation strategy based
on tree structure to improve the accuracy and coverage of recommendation.
Experiments on real datasets verifies the effectiveness of our model.
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Abstract. Modern music information retrieval system provides high-
level features (genre, instrument, mood and so on) for searching and
recommending conveniently. Among these music tags, genre is the most
widely used in practice. Machine learning technique has the ability of
cataloguing different genres from raw music. A disadvantage of it is that
the final performance heavily depends on the used features. As a power-
ful learning algorithm, deep neural network can extract useful features
automatically and effectively instead of time-consuming feature engineer-
ing. But deeper architecture means larger data are needed to train the
neural network. In many cases, we may not have enough data to train a
deep network. Transfer learning solves the problem by pre-training the
network in a similar task which has enough data, then fine-tuning the
parameters of the pre-trained network using the target dataset. Magnata-
gatune dataset is used for pre-training the proposed five-layer Recurrent
Neural Network (RNN) with Gated Recurrent Unit (GRU). And in order
to reduce the input of the network, scattering transform is used in this
paper. Then GTZAN dataset is used as the target dataset of genre classi-
fication. Experimental results show the transfer learning way can achieve
a higher average classification accuracy (95.8%) than the same deep RNN
which initials the parameters randomly (93.5%). In addition, the deep
RNN using transfer learning converges to the final accuracy faster than
using random initialization.

Keywords: Music genre classification - Transfer learning - Deep
learning

1 Introduction

Music genre is important to many applications, such as music recommender
system and information retrieval. Automatic genre classification system has
been developed using machine learning technique recent years. Most of these
systems have the ability of cataloguing different music genres from raw music
contents [1-3].

Mel-frequency cepstral coefficient (MFCC) and Mel-spectrogram are widely
used in genre classification task. Because they can extract variant features from
raw data for the learning process. But the performance of genre classification
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benefits from features over long-time scale (>500ms) while MFCC is efficient
around time scale of 25 ms, and enlarging the time scale leads the information loss
when using mel-spectrogram [4,5]. Differently, scattering transform can recover
the information loss by wavelet decompositions, meanwhile, extract long-time
scale features by lowpass filters [6,7].

Deep learning makes massive of success in different areas, for instance, com-
puter vision [8-10], speech recognition [11,12], and natural language processing
[13,14]. These algorithms can extract high-level features automatically layer by
layer, different from traditional machine learning classifiers, such as Support
Vector Machine (SVM), Nearest Neighbors, and Decision Trees, which are heav-
ily dependent on the result of feature extraction. Among its several typical
models, Recurrent Neural Network (RNN) is widely used for sequential data.
And RNN is good at learning the relationship through time [15]. But in purpose
of achieving good performance, deep neural network needs large amount of data.
In condition of the target dataset need to be classified is not enough, we can use
a large data, which is the same or similar to the target dataset, to pre-train
the deep neural network, then replace the connections to classifier according to
the target classification number and fine-tune the parameters of the pre-trained
network. This process is called transfer learning [16]. In this paper, we use Mag-
natagatune dataset [17] and GTZAN dataset [18] as the large and the target
dataset respectively. 5-layer RNN using Gated Recurrent Unit (GRU) [19] and
softmax classifier are used. Additionally, for reducing the input of deep RNN,
we use scattering transform as its preprocessing.

The results of the experiment show that the proposed 5-layer RNN reaches
a high accuracy when using transfer learning, and the same architecture using
random initialization converges more slowly to a lower accuracy.

2 Transfer Learning Process

The architecture of the proposed method is shown in Fig. 1. The overall process
consists of two parts. One part is deep RNN training on a large musical dataset

Transfer Learning

Vs A / \
/ Large dataset \ [ target dataset \\
|
| | |
|
: . Training deep RNN : I Seatterin Fine-tuning :
! scattering | | i ' ! 8 [  the trained I
| transform with | | transform d i |
I musical tags I : eep :
l /| | I|
\ =L
\\ / \ Classification /
% &£ S L/
% £ ™, 7

P I LS e R e T e R R e R

Fig. 1. The architecture of the proposed transfer learning process
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(Magnatagatune dataset is used in this paper). The other part is genre clas-
sification process after fine-tuning the previous trained deep RNN by target
dataset (GTZAN dataset is used in this paper). Specifically, scattering trans-
form is applied at the beginning of each part, in order to reduce the raw music
data and to extract features preliminarily for the next process of neural network
training. 5-layer RNN with GRU and softmax classifier are trained with tagged
music clips as the deep RNN we mentioned. At last, we use the target genre
classification dataset (GTZAN) to fine-tune the trained parameters of RNN.

2.1 Scattering Transform

In genre classification task, large time scale (>500ms) invariant signal rep-
resentation is important. As widely used methods in audio processing, mel-
spectrogram can enlarge the time scale but remove information which is crucial
to genre classification. And MFCC is efficient at time scales up to 25 ms. Unlike
the previous methods. Scattering transform can provide invariants over large
time scales without too much information loss.

For an audio signal x, scattering transform defined as S,,z, where n represent
the order. Sopz = x x ¢(t) has locally invariant property because of the time
averaging operation, but it leads to high frequency information loss which can
be retrieved by the wavelet modulus coefficients |z %1y, (t)|. To make the wavelet
modulus coefficients invariant to translation, a time averaging unit is applied.
The first layer of scattering transform defined as:

Srx(t, M) = |z x x| * o(t) (1)

Andén [7] indicates that if wavelets filter-bank 15, have the same frequency
resolution as the mel-windows, then S;x coefficients can be approximate to the
mel-filter-banks coefficients. The difference is that applying a bank of higher
frequency wavelet filters 15, with a modulus to the wavelet modulus coefficients
can recover the lost information. The same as previous operation, adding a low-
pass filter ¢(¢) make the coeflicients translation invariant. Then the second layer
of scattering transform defined as:

SQx(t’)‘h/\?) = ||$*1/J,\1|*’¢,\2|*¢(t) (2)

2.2 Deep Recurrent Neural Network

RNNs have an aptitude for handling sequential information, such as speech
recognition and NLP. RNN structure can be described as transitions from pre-
vious to current states. For classical RNN, this transition is formulized as:

he = f(Whlze, he—1] + bp) (3)
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In order to solve the problem of vanishing gradients of RNN. Gated struc-
ture named LSTM introduced by Hochreiter [15]. The LSTM unit allows that
information of more timesteps can be memorized. And the memories are stored
by memory cells. Then the LSTM can decide to forget, output, or change the
saved memories. As a popular variant of LSTM, GRU is simpler and effective as
well. It uses gate Zt and gate Rt to update the hidden state. Theses gates are

given by:
(Zt> _ (U(Wz[xta htfl] + bz))
Tt o(Wrlze, he—1] + br) )
gt = f(Wylze, e % he—1] + by)
he =1 —2) xhi1+ 2e x gt

We use 5-layer GRU neural network which is constructed by stacking each
hidden layer on the top of previous layer, in order to improve the ability of
representation of our architecture in this paper. Additionally, generalization of
the proposed deep RNN is improved by applying dropout between each layer [20].

3 Datasets and Experiment Setup

Magnatagatune and GTZAN dataset are used as the large and target dataset
respectively. All the clips are transformed to mono and sampled by 16 kHZ.
Magnatagatune has 25863 clips and each clip is annotated with 188 different
musical tags such as genre, mood, and instrument. We use the last 2105 clips
(distributed in folder ‘f’) for validation, others for training. We use 512 hidden
states in each layer. Dropout is set as 0.7. Learning rate is 0.00001. And we
use AUC-ROC score [21] to evaluate the performance of our model to avoid
imbalance of the dataset. When the AUC-ROC score is stable, we stop the
training and save the model. GTZAN dataset has 1000 clips of 10 genres and
each genre contains 100 clips evenly. As the target dataset, it is randomly shuffled
and the mean accuracy of 10 times of 10-fold cross validation is used for the final
test accuracy. Among the 10 folds in total, we use 1 fold for testing, and the
others for training. Each time of 10-fold cross validation, we change the output
number of the softmax classifier to 10 (the genre number of GTZAN dataset),
then fine-tune the parameters of pre-trained model from Magnatagatune dataset.

4 Experiment Results and Analysis

As shown in Fig. 3, both random initialization and transfer learning models (pre-
training process is shown in Fig.2) of 5-layer RNN with GRU using scattering
transform preprocessing converge to quite high accuracy in training. And the
models using transfer learning need about 100 epochs to be stable. But the
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random initialed models need more. This phenomenon not only appears in the
three random picked training processes, but also in the unpicked to be shown. It
indicates that the transfer learning initials the model better, and improves the

speed of convergence.

Comparing with other works of recent years in Table 1, our approach shows
a competitive accuracy (95.8%) in genre classification task on GTZAN dataset.
Even the model using random initialization can also reach a high accuracy
(93.5%) relatively. The combination of scattering transform and deep RNN has
been evaluated, and by using this architecture, it performs well in music genre

classification.
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Fig. 2. Validation AUC-ROC score of 5-layer GRU neural network using scattering

transformed input

Table 1. Average test accuracy of different models on GTZAN dataset

Model Average test accuracy
Panagakis and Kotropoulos [22] | 92.4%
Andén and Mallat [7] 91.6%
Lee et al. [5] 90.6%
Dai and Liu [23] 93.4%
Random initialization 93.5%
Transfer learning 95.8%
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5 Conclusion

In this paper, we use transfer learning in music genre classification by using
5-layer RNN with GRU and scattering coefficients as its input. When applying
the transfer learning from a large music dataset (Magnatagatune is used in this
paper), our model shows a faster convergence and higher average accuracy than
the same model of random initialization on the target dataset (GTZAN is used
in this paper). And the accuracy of transfer learning approach is competitive
comparing with the state-of-the-art models as well. The effectiveness of deep
RNN combined with scattering transform and transfer learning has been verified
in music genre classification task.

Acknowledgements. This work was supported by the National Natural Science
Foundation of China (Grants nos. 11572084, 11472061, 71371046), the Fundamental
Research Funds for the Central Universities and DHU Distinguished Young Professor
Program (No. 16D210404).

References

1. Song, Y., Zhang, C.: Content-based information fusion for semi-supervised music
genre classification. IEEE Trans. Multimedia 10(1), 145-152 (2008). do0i:10.1109/
tmm.2007.911305

2. Meng, A., Ahrendt, P., Larsen, J., Hansen, L.K.: Temporal feature integration
for music genre classification. IEEE Trans. Audio Speech Lang. Process. 15(5),
1654-1664 (2007). doi:10.1109/tasl.2007.899293

3. Lampropoulos, A.S., Lampropoulou, P.S., Tsihrintzis, G.A.: Music genre classifi-
cation based on ensemble of signals produced by source separation methods. Intell.
Decis. Technol. 4(3), 229-237 (2010). doi:10.3233/idt-2010-0083

4. McDermott, J.H., Simoncelli, E.P.: Sound texture perception via statistics of the
auditory periphery: evidence from sound synthesis. Neuron 71(5), 926-940 (2011).
doi:10.1016/j.neuron.2011.06.032

5. Lee, C.H., Shih, J.L., Yu, K.M., Lin, H.S.: Automatic music genre classification
based on modulation spectral analysis of spectral and cepstral features. IEEE
Trans. Multimedia 11(4), 670-682 (2009)

6. Mallat, S.: Group invariant scattering. Commun. Pure Appl. Math. 65(10), 1331—
1398 (2012). doi:10.1002/cpa.21413

7. Andén, J., Mallat, S.: Deep scattering spectrum. IEEE Trans. Signal Process.
62(16), 4114-4128 (2014). doi:10.1109/tsp.2014.2326991

8. Krizhevsky, A., Sutskever, 1., Hinton, G.E.: Imagenet classification with deep con-
volutional neural networks. In: Advances in Neural Information Processing Sys-
tems, pp. 1097-1105 (2012). doi:10.1145/3065386

9. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale
image recognition. arXiv preprint arXiv:1409.1556 (2014)

10. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 770-778. doi:10.1109/cvpr.2016.90 (2016)

11. Mohamed, A., Dahl, G.E., Hinton, G.: Acoustic modeling using deep belief net-
works. IEEE Trans. Audio Speech Lang. Process. 20(1), 14-22 (2012). doi:10.1109/
tasl.2011.2109382


http://dx.doi.org/10.1109/tmm.2007.911305
http://dx.doi.org/10.1109/tmm.2007.911305
http://dx.doi.org/10.1109/tasl.2007.899293
http://dx.doi.org/10.3233/idt-2010-0083
http://dx.doi.org/10.1016/j.neuron.2011.06.032
http://dx.doi.org/10.1002/cpa.21413
http://dx.doi.org/10.1109/tsp.2014.2326991
http://dx.doi.org/10.1145/3065386
http://arxiv.org/abs/1409.1556
http://dx.doi.org/10.1109/cvpr.2016.90
http://dx.doi.org/10.1109/tasl.2011.2109382
http://dx.doi.org/10.1109/tasl.2011.2109382

190

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

G. Song et al.

Feng, X., Zhang, Y., Glass, J.: Speech feature denoising and dereverberation via
deep autoencoders for noisy reverberant speech recognition. In: 2014 IEEE Inter-
national Conference on Acoustics, Speech and Signal Processing (ICASSP), pp.
1759-1763. IEEE (2014). doi:10.1109/icassp.2014.6853900

Sutskever, 1., Martens, J., Hinton, G.E.: Generating text with recurrent neural net-
works. In: Proceedings of the 28th International Conference on Machine Learning
(ICML 2011), pp. 1017-1024 (2011)

Mikolov, T., Sutskever, 1., Chen, K., Corrado, G.S., Dean, J.: Distributed repre-
sentations of words and phrases and their compositionality. In: Advances in Neural
Information Processing Systems, pp. 3111-3119 (2013)

Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8),
1735-1780 (1997). doi:10.1162/neco0.1997.9.8.1735

Pan, S.J., Yang, Q.: A survey on transfer learning. IEEE Trans. Knowl. Data Eng.
22(10), 1345-1359 (2010). doi:10.1109/tkde.2009.191

Berenzweig, A., Logan, B., Ellis, D.P., Whitman, B.: A large-scale evaluation of
acoustic and subjective music-similarity measures. Comput. Music J. 28(2), 63-76
(2004). doi:10.1162/014892604323112257

Tzanetakis, G., Cook, P.: Musical genre classification of audio signals. IEEE Trans.
Speech Audio Process. 10(5), 293-302 (2002). doi:10.1109/tsa.2002.800560
Chung, J., Gulcehre, C., Cho, K., Bengio, Y.: Empirical evaluation of gated recur-
rent neural networks on sequence modeling. arXiv preprint arXiv:1412.3555 (2014)
Zaremba, W., Sutskever, 1., Vinyals, O.: Recurrent neural network regularization.
arXiv preprint arXiv:1409.2329 (2014)

Dayvis, J., Goadrich, M.: The relationship between precision-recall and ROC curves.
In: Proceedings of the 23rd International Conference on Machine Learning, pp.
233-240. ACM (2006). doi:10.1145/1143844.1143874

Panagalkis, Y., Kotropoulos, C., Arce, G.R.: Music genre classification using local-
ity preserving non-negative tensor factorization and sparse representations. In:
ISMIR, pp. 249-254 (2009)

Dai, J., Liu, W., Ni, C., Dong, L., Yang, H.: “Multilingual” deep neural network
for music genre classification. In: Sixteenth Annual Conference of the International
Speech Communication Association (2015)


http://dx.doi.org/10.1109/icassp.2014.6853900
http://dx.doi.org/10.1162/neco.1997.9.8.1735
http://dx.doi.org/10.1109/tkde.2009.191
http://dx.doi.org/10.1162/014892604323112257
http://dx.doi.org/10.1109/tsa.2002.800560
http://arxiv.org/abs/1412.3555
http://arxiv.org/abs/1409.2329
http://dx.doi.org/10.1145/1143844.1143874

A Functional Model of AIS Data Fusion

Yongming Wangl(@) and Lin Wu?

! Dalian Maritime University, Dalian 116018, China
trancomm@l63. com
2 Institute of Computing Technology, Chinese Academy of Science,
Beijing 100190, China

Abstract. In recent years, maritime situational awareness based on the fusion
of AIS (Automatic Identification System) data has attracted more and more
researchers. However, the diversity of terms and methodologies hinders the
understanding and communication among them. Besides, AIS data was used
mainly for traffic pattern discovery and abnormal vessel detection, more values
await discovery. To overcome these two problems, this paper proposes a
functional model of AIS data fusion. This model may provide a common frame
of reference for discussions of AIS data fusion as well as a checklist for func-
tions a maritime situational awareness system should provide. Based on this
model, this paper introduces our works.

Keywords: Maritime situation awareness *+ Automatic Identification System -
AIS - Data fusion * Functional model - JDL model

1 Introduction

The AIS [1] is a self-reporting system installed on ships used to exchange kinematic
(dynamic) and identity (static) information etc. with other nearby ships, base stations
and satellites. The initial purpose of AIS is collision avoidance. It has interfaces for
position (GNSS), heading (compass) and rate of turn (gyrocompass or ROT Indicator)
sensors. Other information like navigation status, Maritime Mobile Service Identity
(MMSI) number, name of ship, type of ship, destination, Estimated Time of Arrival
(ETA), etc. is required to input manually. Ships of 300 gross tons and upwards on
international voyages, 500 tons and upwards for cargos not in international waters and
passenger vessels are required to fit an AIS transceiver [2]. The time interval of
receiving AIS messages from a ship is supposed to be no more than 3 min when within
the range of shore-based stations (typically less than 60 miles) or on the order of hours
otherwise. Global AIS data collected from shore-based stations and satellites is now
available on the Internet, through service providers (e.g., China Transport Telecom-
munications & Information Center (CTTIC)). However, as we will show in this paper,
AIS data is rather dirty, full of noises and errors.

As a main source of vessels’ near real time information, AIS data has been studied
by growing number of researchers for traffic pattern discovery [3, 5, 6]. In their
research, vessel objects, waypoint objects and route objects are discovered and updated
by fusing AIS data. Based on discovered patterns, abnormal vessels were detected by
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comparing vessels’ behaviors with normal patterns [9]. For a more comprehensive
maritime situational awareness, detailed types of entities should be identified, such as
fishing areas [4], ports, anchorages, etc.

Diverse terms and methodologies about AIS data fusion exist in literature, making
the communication and reuse among the community difficult. For example, different
terms were used to represent the assessment of traffic routes, such as “analysis of
motion patterns” [5], “learning for vessel trajectories” [6], “learning of maritime traffic
patterns” [7], “extraction of knowledge” [8], “traffic route extraction” [3], “vessel
pattern knowledge discovery” [9], “traffic knowledge discovery” [10], “vessel track
information mining” [11], etc. These terms stem from the field of machine learning and
data mining, which aim at solving the problem of knowledge or pattern discovery. On
the other hand, data fusion is about the assessment of entities of interest, including their
states, relationships among them and impacts. Patterns discovered by machine learning
or data mining is a source of information in data fusion, which is often referred to as
“models [12]”. We study the problem of maritime situational awareness in the
framework of data fusion rather than machine learning or data mining in this paper, and
adopt those widely-used terms in fusion community.

To provide a common frame of reference as well as to explore more potential
applications of AIS data, we propose a functional model of AIS data fusion in this
paper. It describes what analysis functions or processes need to be performed [13] in a
maritime situational awareness system. Another category of model is process model
(e.g., Boyd’s Observe-Orient-Decide-Act model), which describes how analysis is
accomplished [13]. A functional model is useful in system engineering by “providing
visualization of a framework for partitioning and relating functions and serving as a
checklist for functions a system should provide” [12].

The JDL (Joint Directors of Laboratories) data fusion model [15] is a well-accepted
functional model in fusion community. Our model is an instantiation of its revised
version [14], and it focuses on Level O to Level 3. Based on this model, this paper
introduces our work.

The remainder of the paper is organized as follows. Section 2 provides a detailed
description of the proposed functional model. Section 3 summaries our existing works
under the functional model. Section 4 draws the conclusion and future work.

2 Functional Model of AIS Data Fusion

In this section, we describe the functional model from level O to level 3, see Fig. 1. This
model is based on the revised version [14] of the JDL fusion model [15]. The original
JDL model centers on military scenes and “suffered from an unclear partitioning
scheme [14]”. The revised version is more general and “provides a clear and useful
partitioning while adhering as much as possible to current usage across the data fusion
community [14]”.

Our model is entity-oriented and entities can be vessels, traffic route segments,
traffic stops, fishing areas, anchorages, etc. These entities’ aggregates or relations can
also be regarded as an entity. The “products of processes at each level are estimates of
some existing or predicted aspects of reality [15]”, and they are stored in database.
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Data fusion functions
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Vessels
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Fig. 1. Proposed functional model of AIS data fusion, which focuses on Level O to Level 3. AIS
data as well as products of fusion is managed by the data management system on the left of this
figure. AIS data

To highlight the data fusion functions in this figure, we put data sources, support
databases and fusion databases into the data management system together. According
to CTTIC [16], it is gathering about 10 billion records (around 1 TB) each year. So the
data management system should be able to handle AIS data on the order of TB.

As level 4 (process assessment) and higher processes (user refinement) are not
specifically fusion functions, they are not discussed in this paper.

2.1 Level 0: Preprocessing

AIS data is prone to be highly erroneous and noisy due to the deficiencies of the system
and improper use of it. Although this problem was revealed [17, 18], limited work [19,
20] has been done on the preprocessing of AIS data.

As AIS was designed for collision avoidance, many issues may arise when applied
for real-time surveillance. For example, an AIS message only contains the seconds part
(6 bits) of the time that it was broadcast and it is up to receivers to affix the full time
stamp. A comparison was made between the seconds part of the original time stamp
and affixed one, and significant differences were found [17]. Besides, as clocks are not
synchronized, a ship will jump on the map when its AIS messages are received from
different receivers [20].

In addition to flaws in the design of AIS, improper use of it makes the situation
even worse. For instance, the MMSI of each ship is supposed to be unique, and it’s
commonly used [9] to identify and track vessels. But it’s not rare that a MMSI is shared
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by different vessels [19], as this field is input manually and not reliable. To identify
each vessel uniquely, we need an internal ID. For each AIS message, its association
with an existed or new ship must be determined first. This problem can be solved by
tracking vessels in real-time or off-line [4, 10, 19].

2.2 Level 1: Entity Assessment

In maritime situational awareness systems, entities of interest are mainly vessels [21],
ports [5, 27], fishing areas [4], traffic route segments [7, 8, 10], turning points and
junctions [7, 8], etc. When the area of interest is bounded, entry and exit points [10] are
also important entities.

The state vector of a vessel includes position, speed, direction, etc. Sequential states
of a vessel constitute its tracks, which can be partitioned into moving segments and
stops. These segments and stops can be further classified into traffic route segments,
traffic stops, fishing areas, ports, anchorages, etc. The detection and assessment of
traffic route segments is a basic problem in Level 1 [3, 9, 10, 22].

2.3 Level 2: Relationship Assessment

Level 2 process is usually referred to as “situation refinement [15]” or “situation
assessment [14]”. It has been pointed out that situations can be represented as sets of
relations [14], so we refer to Level 2 process as relationship assessment in this paper for
clarity.

Relations of interest for maritime situational awareness include but are not limited
to:

e vessels VS vessels

Maritime authorities are deeply concerned about the relationship among vessels
[26], because illegal activities and incidents can be detected by relation assessment. For
example, we can discover smuggles by identifying vessels’ rendezvous at sea. And
encounter of vessels may indicate critical incidents like collision, piracy or arrestment,
etc.

e vessels VS route segments

Original AIS data is made up of point sets. After traffic route segments have been
extracted in level 1 process, we can represent the track of each vessel as series of
segments. This can remove redundancy in raw AIS data and compress it by about two
orders. It was modeled as a classification problem in previous works [9], and solved by
maximizing the posterior probability that a vessel is sailing over a certain route.

As discovered routes are characterized by spatial, temporal and other
attribute-related features (e.g., type and size) of vessels sailing on them [3, 9], and
features of vessels include their historical route patterns, we can detect anomalies when
a vessel’s attributes are not compatible with the route segment, or when it is not
compatible with its historical patterns.
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e ports VS ports

There is limited work on analyzing the relationship between ports. An example was
identifying patterns of ships’ transition among ports by AIS data mining using the
software R [23]. Based on discovered patterns, they estimated destination ports.

e route segments VS route segments

Extracted route segments are separate lines [22]. We need to know their relations of
connection [8], in order to form the global route map.

2.4 Level 3: Impact Assessment

Level 3 process combines products of level 1 and level 2 to assess impacts. Functions
provided at this level include predicting vessels’ positions, assessing the intention and
threat of vessels and detecting anomalies.

As time intervals between messages of the same ship varies from seconds to hours
[17] due to limited coverage and bandwidth of receivers, it is necessary to predict
positions for situational awareness [5, 9, 17, 19].

Anomaly detection and risk assessment are usually based on the assessment of
relationship among entities. Most existing literature only focused on detecting
anomalous ships [8, 9, 11, 24-27].

3 Our Existing Works

3.1 Level 0: Preprocessing

We have performed association on global AIS data of 34 months (from August 2012 to
May 2015) based on spatial and temporal proximity [28]. When two records with the
same MMSI were more than 100 km away and the speed reckoned was more than 120
knots, then they were regarded as from different ships [28]. The results of
pre-processing showed that, among 1,998,200 distinct MMSIs recorded, 1,607,664
were suspicious: the average number of AIS messages broadcast by each of them was
only 11.3. The remaining 390,536 MMSIs were used by 491,346 vessels, 43,034
messages had been received from one vessel on average.

3.2 Level 1: Entity Assessment

We proposed a vessel trajectory partitioning method based on hierarchical fusion of
position data reported by AIS, aiming at improving preciseness and processing speed
[29]. Our method consists of two steps: position point fusion and sub-trajectory fusion.
The key idea of our method is to describe trajectories by hierarchical concepts. In the
first step, trajectories are partitioned by grouping positions in raw AIS records into
sub-trajectories represented as straight line segments. In the second step, we aggregate
successive sub-trajectories into more abstract concepts: route segments and stops. We
applied our method on a data set containing 473963 AIS records from 10 vehicle
carriers along the coast of China. Algorithms were implemented by python 2.7.3 on a
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notebook with Intel Core2 Duo CPU T6600 @2.20 GHz, 2 GB RAM. The average
execution time of our two level partitioning on each vessel is around 2.30 s and 0.22 s
respectively. After partitioning, we got 250 route segments and 16 stops. Experimental
results showed that our method split routes and identified stops precisely at the com-
putational complexity of O(n).

To describe shipping density of each area, we defined vessel and traffic density
[28]. The definition of vessel density in a region was taken as the expected number of
vessels per unit area at any time, and traffic density as the average number of vessels
crossing this region per unit area per unit time. We calculated vessel and traffic density
using a grid-based method. The traffic density in 2014 is shown in Fig. 2.
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Fig. 2. Global traffic density in 2014, at the spatial resolution of 10 min longitude by 10 min
latitude

3.3 Level 2: Relationship Assessment

We are developing an online system detecting vessels’ rendezvous. In the system, we
divide the earth into grids of the size 1° latitude by 1° longitude, and put ships into
them according to their locations. Rendezvous detection is performed every 10 min by
calculating distance among ships inside the same grid and surrounding grids.

We have mined ships’ mooring positions base on AIS data, including position,
speed and status. Each position was represented as a grid of 0.6 s longitude by 0.6 s
latitude, and the membership that each grid belonged to a berth was calculated sepa-
rately according to tracks located in this grid using fuzzy inference. After that, we
clustered mooring positions into berths using DBSCAN, taking multiple attributes of
positions into consideration in the function of distance. An example of a clustered berth
is demonstrated in Fig. 3.
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Fig. 3. A clusters of mooring points, belonging to a berth

3.4 Level 3: Impact Assessment

Based on vessel and traffic density maps described in Sect. 3.1, we are developing an
online system detecting two types of anomalies: areas with vessel number deviating
from expected and ships sailing in unusual routes. The former anomaly is detected by
comparing current number of vessels with patterns in vessel density maps. The latter
anomaly is detected by comparing each vessel’s route with traffic density maps.

4 Conclusion and Future Work

We proposed a functional model of AIS data fusion in this paper. We hope that this
model can provide a common frame of reference for maritime situational awareness
based on AIS data fusion. This model is an instantiation of the well-accepted JDL
model and serves as a checklist for functions a maritime situational awareness system
should provide. Based on this model, this paper introduced our works.

Our future work would be to achieve more comprehensive global maritime situa-
tional awareness based on AIS data fusion. In the entity assessment step, we will detect
and estimate more kinds of entities. Previous work mainly focused on stops and routes.
To achieve global maritime situational awareness, we would consider more types of
entities: vessels, traffic route segments, traffic stops, fishing areas, anchorages and ports,
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etc. With those entities, we can assess more interesting kinds of relations in level 2
process, such as fleet identification, which has not been studied yet as far as we know.
Although anomaly detection is a hot topic in level 3 process, most efforts were made on
identifying ships whose tracks are not compatible with traffic patterns. In our future
work, those ships deviating from their historical patterns will also be marked as
anomaly. Taking more types of entities into consideration, we plan to detect more kinds
of anomaly based on the analysis of their states and relations among them. Possible
anomalies include birth and death of fishing areas and anchorages, changes of traffic
route segments, etc. Apart from anomaly detection, we will also perform other level 3
processes such as route planning, trade monitoring, piracy detection, etc.
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Abstract. Support Vector Machine (SVM) cannot process imbalanced
problem and matrix patterns. Thus, Fuzzy SVM (FSVM) is proposed
to process imbalanced problem while Support Matrix Machine (SMM)
is proposed to process matrix patterns. FSVM applies a fuzzy mem-
bership to each training pattern such that different patterns can make
different contributions to the learning machine. However, how to evalu-
ate fuzzy membership becomes the key point to FSVM. Although SMM
can process matrix patterns, it still has no ability to process imbalanced
problem. This paper adopts SMM as the basic and proposes an entropy-
based support matrix machine for imbalanced data sets, i.e., ESMM.
The contributions of ESMM are: (1) proposing an entropy-based fuzzy
membership evaluation approach which enhances importance of certainty
patterns, (2) guaranteeing importance of positive patterns and getting
a more flexible decision surface. Experiments on real-world imbalanced
data sets and matrix patterns validate the effectiveness of ESMM.

Keywords: Support matrix machine - Entropy * Fuzzy membership -
Imbalanced data set - Pattern recognition

1 Introduction

Support Vector Machine (SVM) constructs a hyperplane or set of hyperplanes in
a high- or infinite-dimensional space, which can be used for classification, regres-
sion, or other tasks. Intuitively, a good separation is achieved by the hyperplane
that has the largest distance to the nearest training-data point of any class
(so-called functional margin), since in general the larger the margin the lower
the generalization error of the classifier [1]. Conventional SVM can be used in
many tasks including text and hypertext categorization, classification of images,
classifying proteins in medical science, and recognizing hand-written characters.
Although SVM has been validated effect on these applications, it still has two
disadvantages. One is that SVM cannot process matrix patterns and another is
that it cannot process imbalanced problem.

e Matrix patterns which dimensions are m xn (where m and n are both larger
than 1) are the basic of matrix learning. For example, video and images are both
matrix patterns. In order to process matrix patterns, matrix-pattern-oriented
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learning machine (MatC), i.e., matrix learning machine, has been developed.
Classical learning machines include matrix-pattern-oriented Ho-Kashyap learn-
ing machine with regularization learning (MatMHKS) [2], new least squares
support vector classification based on matrix patterns (MatLSSVC) [3], and one-
class support vector machines based on matrix patterns (OCSVM) [4]. Besides
those matrix learning machines, Xie et al. have proposed a Support Matrix
Machine (SMM) [5] so as to replace SVM. SMM can leverage the structure of
the data matrices and has the grouping effect property. But all of these matrix
learning machines cannot process imbalanced problem.

e Asis known to all, in many real-world classification problems, such as e-mail
foldering [6], fault diagnosis [7], detection of oil spills 8], and medical diagno-
sis [9], we can always divide a data set into two classes, one is positive class
and the other is negative class. When the size of positive class is much smaller
than that of negative class, imbalanced problem occurs. Since most standard
classification learning machines including Support Vector Machine (SVM) and
Neural Network (NN) are proposed with the assumption on the balanced class
distributions or equal misclassification costs [10], so they fail to properly rep-
resent the distributive characteristics of patterns and result in the unfavorable
performance when they are adopted to process imbalanced problem. In order to
overcome such a disadvantage, Fuzzy SVM (FSVM) [11] and Bilateral-weighted
FSVM (B-FSVM) [12] are proposed. FSVM applies a fuzzy membership to each
input pattern and reformulates SVM such that different input patterns can make
different contributions to the learning of decision surface. B-FSVM treats every
pattern as both positive and negative classes, but with different memberships
due to we can not say one pattern belongs to one class absolutely. But for both
of them, how to determine the fuzzy membership function is the key point.
Furthermore, both of them cannot process matrix patterns.

In this paper, we try to propose a learning machine which can process matrix
patterns and imbalanced problem. First, in order to process matrix patterns, we
adopt SMM as a basic. Then in order to process imbalanced problem, we adopt
the notion of FSVM, namely, applies a fuzzy membership to each input pattern.
Furthermore, for the fuzzy membership, we propose a new fuzzy membership
evaluation approach which assigns the fuzzy membership of each pattern based
on its class certainty. In this paper, class certainty demonstrates the certainty
of pattern labeled to a certain class. Due to the entropy is an effective measure
of certainty, we adopt the entropy to evaluate the class certainty of each pat-
tern. In doing so, the entropy-based fuzzy membership evaluation approach is
proposed. This approach determines the fuzzy membership of training patterns
based on their corresponding entropies. By adopting the entropy-based fuzzy
membership evaluation and SMM, the Entropy-based Support Matrix Machine
(ESMM) is proposed to process the imbalanced data sets. In practice, as the
importance of positive class is higher than that of negative class in imbalanced
data sets, i.e., the learning machine should pay more attention to positive pat-
terns than negative ones. Thus, positive patterns are assigned to relatively large
fuzzy memberships to guarantee the importance of positive class here. While, the
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fuzzy memberships of negative patterns are determined by the entropy-based
fuzzy membership evaluation approach, i.e., patterns with lower class certainty
are assigned to small fuzzy memberships based on the criterion that patterns
with lower class certainty are more insensitive to noise, and easily mislead the
decision surface, thus their importance should be weakened on imbalanced data
sets. After evaluating the fuzzy membership of all training patterns, ESMM is
adopted to classify imbalanced data sets.
The contributions of this paper can be highlighted as follows:

(1) A new entropy-based fuzzy membership evaluation approach is proposed.
This approach adopts entropy to evaluate class certainty of a pattern and
determines the corresponding fuzzy membership based on class certainty. In
doing so, the learning machine can pay more attention to the patterns with
higher class certainty to result in more robust decision surface.

(2) To guarantee the importance of positive class, the positive patterns are
assigned to the relatively large fuzzy memberships, which results in the
decision surface paying more attention to the positive class so as to increase
generalization of learning machine.

The rest of this paper is given below. Section2 introduces the proposed
entropy-based fuzzy membership evaluation approach, then give the details of
ESMM. In Sect. 2.1, several experiments on real-world imbalanced data sets and
matrix patterns including images are conducted to validate the effectiveness of
ESMM. Following that, conclusions are given in Sect. 4.

2 Entropy-Based Matrix Learning Machine (ESMM)

2.1 Entropy-Based Fuzzy Membership

When we process imbalanced data sets, positive class is always more important
than negative class. Thus, in the proposed entropy-based fuzzy membership eval-
uation approach, we assign positive patterns to a relatively high fuzzy member-
ship, e.g., 1.0, to guarantee the importance of positive class. As to the negative
class, we fuzzify negative patterns based on their class certainties.

In information theory, entropy is always used to characterize the certainty of
source of information. If entropy is smaller, then information is more certain [13].
By employing this character of entropy, we can evaluate the class certainty of a
pattern in the training class. After getting the class certainty of each pattern,
we assign fuzzy membership of each training pattern based on class certainty. In
practice, the patterns with higher class certainty, i.e., lower entropy, are assigned
to higher fuzzy memberships to enhance their contributions to the decision sur-
face, and vice versa.

Suppose that there are N training patterns, {z;,y;} where i = 1,2,..., N
and y; € {+1,—1} is the class label. When y; = 1, pattern x; belongs to the
positive class, otherwise, it belongs to the negative class. The probabilities of x;
belonging to positive and negative class are p4; and p_; respectively. The entropy
of z; is H; = —piiln(pyi) —p—iln(p—;) where In represents the natural logarithm
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operator. Due to neighbors of a pattern can determine local information of it,
thus the probability evaluation is based on its k nearest neighbors. For a pattern
x;, we select its k nearest neighbors {z;1,z2,...,z;} at first. Then we count
the number of both positive and negative class in these k selected patterns
and denote the numbers of patterns belonging to positive and negative class
are num.,; and num_; respectively. Finally, the probabilities of z; belonging to
positive and negative class are calculated with p,; = 7+ and p_; = ““7=*

After evaluating the class probabilities of x;, we can calculate its entropy.

By adopting the above entropy evaluation approach, the entropy of the neg-
ative patterns are H = {H_1, H_»,...,H_,,_}, where n_ is the number of the
negative patterns. H,,;, and H,,,; are the minimum and maximum entropy of
H. The entropy-based fuzzy memberships for negative patterns are evaluated as
follows.

Firstly, separate the negative patterns into m subsets based on their entropy
as described in Table1, i.e., {Suby} where k =1,2,... ,m.

Table 1. Algorithm of negative class separation.

For k=1:m
— k—1
Up=Hmaz — o~ (Hmaz — Hmin)
Low=Hmaz — 55 (Hmaz — Hmin)

™
For i=1:n_
if Low<H_; <Up
negative pattern x; is distributed into the subset Suby,.
End
End

Then, fuzzy memberships of patterns in each subset are set as:
FMy=10—-ax(k—1), k=1,2,3,...,m (1)

where F'Mj, is the fuzzy membership for patterns distributed in subset Subg,
the fuzzy membership parameter o € (0, —<) since FM, is positive and not
larger than 1.0. It should be declared that patterns in the same subset are set
to same fuzzy membership so that these patterns selected in the same subsets
have same importance to the decision surface. Finally, the fuzzy membership s;
for a training pattern z; is assigned as: if y; = +1, then s; = 1.0, else if y; = —1
and x; € Subg, then s; = FMj. So far, the entropy-based fuzzy membership for
the training patterns are evaluated.

2.2 Entropy-Based Support Matrix Machine

By adopting the evaluated entropy-based fuzzy membership which is given
before, we propose the entropy-based support matrix machine (ESMM). The
detailed description on ESMM is given below.

Suppose that there is a binary-class classification problem with N matrix
patterns (A;,y;,8:), @ = 1,2,...,N. Here A; € R™*™ is the matrix representa-
tion of x; and its class label is y; € {+1,—1}. If y; = +1, x; or A; belongs to
class +1 or positive class, and then if y; = —1, the pattern belongs to class —1
or negative class. s; is the entropy-based fuzzy membership.
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The corresponding criterion function of ESMM is defined below.

minL (W, b) = ltr(WTW) oW, + )
C’Z si(1 — yi[tr(WT A;) + by]))

where W € R™*™ is the matrix of regression coefficients and its nuclear norm is
[|[W]|,. @ is the coefficient. tr is the trace of matrix. b; is a loose variable for pat-
tern A;. C (C € R, C' > 0) is the regularization parameter that adjusts the trade-
off between model complexity and training error. Here, b = [by,...,b;,...,by]T
and b; is started as b; > 0. The iteration for b is given in Eq. (3).

bi(k+1) = bi(k) + p(ei(k) + |es(k)]) (3)

where the error vector e at k-th iteration of A;, i.e., e;(k) should be W (k)T A; —
1 —b;(k) and W (k) and b;(k) are k-th component of W and b;. Then we adopt
the similar method of SMM to get the optimal W and b here. After that, we can
get the discriminant function of ESMM as below.

If g(A;) > 0, then we label A; as a positive pattern, then if g(A;) < 0, we label
A; as a negative pattern.

3 Experiments

In this section, we adopt 25 real-world imbalanced data sets and 5 image data sets
for examples and the compared learning machines are SVM, FSVM, MatMHKS,
B-FSVM, SMM. The used 25 real-world imbalanced data sets are selected from
the KEEL imbalanced benchmark ones [14,15]. Information of these data sets
are given in Tables2 and 3.

3.1 Experimental Settings

In terms of the compared learning machines and ESMM, the experimental set-
tings are given here. For the SVM-based learning machines, the used kernel is
Radial Basis Function (RBF) kernel ker(z;,z;) = e:z:p(fllmi;%) where o is
selected from the set {1073,1072,...,100,1000}. For MatMHKS, the experi-
mental setting can be found in [2]. For SMM, the experimental setting can be
found in [5]. For ESMM, its setting is similar with SMM. Moreover, for ESMM,
the number of the separated subsets m = 10 and the fuzzy membership parame-
ter a = 0.05 which results in the fuzzy membership 0.5 < s; < 1.0. The reason
of restricting s; € [0.5,1.0] is that the class label of x; should not be neglected
when determining the fuzzy membership, i.e., x; is more likely to be classified
to the class which is indicated by its class label. As to negative class patterns,
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Table 2. Information of real-world imbalanced data sets (IR represents the imbalanced
ratio of the corresponding data set).

Order | Data set Attributes | Training | Testing | IR

1 Wisconsin 9 546 137 1.86

2 Haberman 3 245 61 2.78

3 Newthyroid2 5 172 43 5.14

4 Ecoli3 7 269 67 8.6

5 Ecoli046vs5 6 162 41 9.15

6 Yeast2vsd 8 411 103 9.08

7 Ecoli067vs5 6 176 44 10

8 Led7digit02456789vsl | 7 354 89 10.97

9 Glass2 9 171 43 11.59
10 Yeast1vs7 7 367 92 14.3
11 Pageblocks13vs4 10 378 94 15.86
12 Glass016vsh 9 147 37 19.44
13 Yeast2vs8 8 386 96 23.1
14 Yeast1289vs7 8 758 189 30.57
15 Yeast6 8 1187 297 41.4
16 Pima 8 614 154 1.87
17 Ecolil 7 269 67 3.36
18 Segment0 19 1846 462 6.02
19 Ecoli034vs5 7 160 40 9
20 Ecoli01vs235 7 195 49 9.17
21 Yeast05679vsd 8 422 106 9.35
22 Glass016vs2 9 154 38 10.29
23 Glass0146vs2 9 164 41 11.06
24 ClevelandOvs4 13 138 35 12.31
25 Ecoli4 7 269 67 15.8

Table 3. Information of image data

is 9.0.

sets. Imbalanced ratio of each image data set

Order | Data set Attributes | Training | Testing
26 COIL-20 [16] | 32 x 32 1296 144
27 Letter [17] 24 x 18 450 50
28 ORL [18] 32 x 20 360 40
29 PubFig [19] |74 x 74 52917 5880
30 Gaze [20] 5184 x 3456 | 5292 588
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we set s; > 0.5 to indicate that a negative pattern x; is more likely to belong to
the negative class. Moreover, the number of nearest neighbors & for calculating
the class probability is selected from {1,2,3,...,18,19,20}. In order to mea-
sure the performance of compared learning machines on imbalanced data sets,
the values of Area Under the ROC Curve (AUC) [25] is given. Besides those,
maxlter = 500 represents the maximal size of the iteration. One-against-one
classification strategy is used for multi-class problems here [21-24]. The 10-fold
cross validation approach [26] is adopted for the parameter selection. The com-
putations are performed on Intel Core 2 processors with 2.66 GHz, 8G RAM,
Microsoft Windows 7, and Matlab environment.

3.2 Experiments on Real-World Imbalanced Data Sets

For experiments, the AUC values are presented in Table4. The average AUC
on all used data sets are presented. Moreover, the average ranks of the learning
machines on the used data sets are listed.

Table 4. AUC values (%) of the compared learning machines on real-world imbalanced
data sets and image data sets. The best k for each data sets of ESMM is presented.
(Note that the average AUC values and the average ranks of the compared learning
machines are listed in the last two rows. Best result for each data set is in bold.)

Data set k ESMM SMM MatMHKS B-FSVM FSVM SVM

1 9 94.05 £ 2.37 94.02 £ 2.30 89.98 + 3.33 91.30 + 3.03 96.10 + 2.41 |93.64 £ 3.67
2 13 64.42 £ 1.96 64.47 £ 1.98 67.06 + 1.40 |61.58 £ 1.44 58.00 + 2.05 54.08 + 1.65
3 11 93.28 + 1.87 91.47 £ 1.89 89.78 + 2.57 92.44 + 2.32 93.43 + 2.33 97.12 + 2.90
4 17 87.66 + 2.41 87.37 £+ 2.41 93.67 £+ 2.70 94.55 + 2.54 |76.83 + 2.36 65.74 + 1.80
5 14 98.61 + 2.73 | 97.15 + 2.74 92.59 + 2.91 89.07 + 3.15 86.61 + 1.06 82.43 + 1.91
6 7 93.84 £ 2.95 94.33 £ 2.94|91.79 + 1.47 87.37 £ 2.11 87.32 + 1.85 83.77 + 2.14
7 5 97.12 £ 2.94 98.67 + 2.87 |90.79 £ 1.71 94.39 £ 1.97 78.90 + 2.28 74.15 + 2.52
8 17 92.80 £ 2.62 90.53 £ 2.58 88.30 £ 2.29 93.43 + 2.35 |87.66 £ 2.14 81.64 + 2.87
9 18 81.33 £ 2.22 |80.07 £ 2.20 68.12 £ 1.66 66.99 + 1.74 69.21 + 2.09 51.76 + 1.51
10 18 78.41 + 2.53 | 76.58 £+ 2.50 58.24 + 1.95 68.95 + 1.85 61.56 + 2.14 67.10 + 2.20
11 15 79.86 + 2.36 79.29 + 2.29 77.65 + 1.93 80.99 + 2.37 92.11 + 2.67 |91.22 + 3.32
12 14 87.24 + 2.27 |85.75 £ 2.21 73.53 £ 2.07 80.66 + 1.91 74.85 + 2.18 75.31 + 1.74
13 15 71.30 + 1.67 |69.28 + 1.69 67.12 £+ 1.55 56.86 + 1.20 57.62 £+ 1.87 62.45 + 1.52
14 10 91.00 £ 2.24 91.62 + 2.22 92.81 + 3.17 |87.97 £+ 2.80 71.63 £ 1.54 71.64 + 2.13
15 5 72.58 + 1.31 72.84 + 1.32 | 71.15 £ 2.13 69.81 + 2.38 68.65 + 1.53 71.50 + 1.75
16 3 90.36 £ 1.72 89.80 + 1.72 81.80 £ 2.18 93.74 + 2.44 |85.40 £ 2.59 78.11 + 2.36
17 10 80.62 £ 2.19 78.88 + 2.20 82.32 + 2.82 83.40 £ 2.01 98.24 + 2.03 99.72 + 2.25
18 6 93.52 + 3.00 |91.50 £ 2.89 87.46 £+ 1.91 83.81 + 1.88 89.61 + 2.98 77.26 + 2.20
19 18 92.35 £ 2.69 93.72 £+ 2.73 |92.22 £ 3.10 91.20 + 2.19 74.69 + 2.30 82.43 + 2.18
20 19 83.26 + 1.96 |81.00 £ 1.99 78.59 + 2.28 79.42 + 2.16 64.48 + 2.02 66.34 + 1.74
21 5 75.38 + 2.08 |75.26 £+ 2.06 69.36 + 2.09 55.51 + 1.57 61.42 + 1.84 53.73 + 1.52
22 16 91.84 £ 2.19 91.08 £ 2.18 85.21 + 2.01 95.55 + 3.40 |87.28 + 2.53 94.66 + 2.85
23 4 81.49 + 2.00 |80.37 £ 2.00 59.32 £ 1.60 71.62 £ 2.15 66.51 + 2.05 55.52 + 1.35
24 74.72 + 2.07 74.44 + 2.01 63.24 + 1.72 60.41 + 1.21 68.05 + 1.76 77.90 + 1.86
25 12 95.59 £ 2.79 96.65 + 2.81 |95.98 £ 2.51 92.53 + 2.80 84.58 + 1.72 77.94 £ 2.37
26 5 65.40 £ 1.78 64.90 £ 1.74 59.33 £ 1.97 71.77 £ 1.76 |71.07 £ 1.76 69.50 + 2.37
27 18 66.08 + 2.15 |65.88 £+ 2.15 57.58 £+ 1.01 60.62 + 1.50 49.37 + 1.45 48.94 £ 1.32
28 20 90.19 + 2.06 |88.54 £ 2.01 86.21 £ 3.07 79.27 + 2.02 79.82 + 1.71 82.30 + 2.10
29 8 92.89 + 2.01 93.59 £ 1.99 88.12 £ 2.36 95.14 + 3.19 |89.48 + 2.26 81.30 + 2.45
30 18 94.78 + 1.70 |92.15 £+ 1.68 90.61 + 2.56 87.60 + 2.02 66.13 + 1.23 85.69 + 2.21
AVG 11.72 | 85.06 + 2.23 |84.37 £ 2.21 79.66 + 2.20 80.60 + 2.18 76.55 + 2.02 75.16 + 2.16
AVG.rank 2.07 2.53 4.03 3.50 4.30 4.57
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From the experimental results, it is found that: (1) ESMM results in the
best classification performance on 12 of 30 imbalanced data sets which indicates
that the our proposal outperforms the compared learning machines; (2) ESMM
outperforms the traditional MatMHKS on 26 of 30 imbalanced data sets; (3) The
average AUC of ESMM is respectively greater than B-FSVM, FSVM, and SVM
on about 5%, 9%, and 10%, which demonstrates that ESMM is of significate
advantage in processing imbalanced data sets compared to SVM, FSVM, and
B-FSVM; (4) It is found that for some data sets, for example, COIL-20, the
three matrix-pattern-oriented approaches perform worse than SVM. We think it
is the coincidence due to the training part is gotten in random. But according
to the average result, we still find that our proposed ESMM outperforms others
in average; (5) For the used 25 vector data sets, ESMM performs best on the
9 data sets of them. For others, ESMM performs better in average and it does
not perform worst on any vector data set. This phenomenon can explain the
superiority of the ESMM on the vector data sets; (6) As we said before, ESMM
and FSVM both adopt fuzzy membership to each input pattern. Now from the
experiments, it is found that compared with FSVM, the better performance of
ESMM validates that the proposed entropy-based fuzzy membership evaluation
approach boosts the performance of a learning machine.

3.3 Influence of Parameter k on the Performance of ESMM

In ESMM, the entropy-based fuzzy membership is evaluated based on the class
probability of each training pattern. Thus, the number of nearest neighbors k
might have some influence on the class probability. To further investigate the
effectiveness of ESMM, here, we study the influence of k£ on the classification
performance. All data sets given in Table2 are used and related experimental
results are given in Fig.1. The figure shows AUC on the testing sets of the
adopted real-world imbalanced data sets and image data sets with respect to k.
Tt is found that: (1) the number of the selected nearest neighbors for calculating
the class probability, i.e., k, has some influence on the classification performance
since AUC curves fluctuate with respect to k& on most data sets; (2) on some
data sets, the classification performances are sensitive to the variation of &, since
AUC curves on these data sets fluctuate greatly while on some data sets, are
not; (3) in generally, with k from 8 to 12, ESMM always gets best performance.
Such a result can give us a guidance that how to determine an appropriate k in
practical use.

3.4 Comparison Between ESMM and Entropy-Based MatMHKS
(EMatMHKS)

Here, we give the comparison between ESMM and our previous proposed learning
machine, entropy-based MatMHKS (EMatMHKS) [27] which is also an entropy-
based matrix learning machine. Table 5 shows the comparison between ESMM
and EMatMHKS. 1 (]) represents that ESMM performance better (worse) than
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Fig. 1. Variation of AUC values of ESMM with respect to k on the adopted imbalanced
data sets and image data sets. Here, in the legend, each number denotes one data set
which is given in Tables2 or 3.

EMatMHKS and (%) represents that the AUC value of ESMM is x larger or
smaller than the one of EMatMHKS. From this table, we find that ESMM per-
forms better than EMatMHKS in average.
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Table 5. Comparison between ESMM and EMatMHKS on AUC values (%).

Data set Data set Data set Data set Data set Data set
1 T(1.02) | 2 7(0.03) | 3 T(2.11) | 4 17(0.02) | 5 T(1.01) | 6 7(0.78)
7 1(0.23) | 8 T7(1.02) | 9 7(2.98) | 10 17(6.18) | 11 1(0.03) | 12 7(3.91)
13 1(0.82) | 14 1(0.56) | 15 1(0.81) | 16 1(2.87) | 17 1(0.12) | 18 1(1.98)
19 1(0.04) | 20 T(1.23) | 21 1(3.12) | 22 1(2.91) | 23 1(8.19) | 24 1(2.12)
25 1(0.01) | 26 1(2.01) | 27 1(2.10) | 28 T(1.81) | 29 1(1.07) | 30 1(0.91)

4 Conclusion

There are two hot spots of present research, one is imbalanced problem and the
other is matrix learning. Imbalanced problem occurs when the size of positive
class is more smaller than that of negative class. However, most standard clas-
sification learning machines result in unfavorable performance on imbalanced
data sets since they are originally designed for processing balanced problems.
Although SVM can process imbalanced data sets in some extent, it assigns the
same importance to each training pattern. This results in the decision surfaces
biasing toward the negative class. In order to overcome the disadvantage of SVM,
some researchers propose FSVM and B-FSVM by applying fuzzy memberships
to the training patterns to reflect different importance of them. Since the key
point in FSVM and B-FSVM is how to determine the fuzzy membership, so
this paper presents an entropy-based fuzzy membership evaluation approach for
imbalanced data sets. Moreover, matrix patterns cannot be solved by those tra-
ditional learning machines including SVM well, so some scholars have developed
MatMHKS and SMM. This paper adopts the entropy-based fuzzy membership
and SMM, and then proposes ESMM. ESMM can not only guarantee impor-
tance of the positive class, but also pay more attentions to the patterns with
higher class certainties. Thus, ESMM can results in more flexible decision sur-
faces than both conventional SVM, FSVM, B-FSVM, and MatMHKS on the
imbalanced data sets. To validate the effectiveness of ESMM, we adopt 25 real-
world imbalanced data sets and 5 image data sets for experiments. Experimental
results demonstrates that ESMM outperforms the compared learning machines
on real-world imbalanced data sets and the images. Moreover, in the process of
ESMM, k has some influence on the classification performance.
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Abstract. In this paper, we present a deep learning based approach to per-
forming the whole-day prediction of the traffic speed for the elevated highway.
In order to learn the temporal features of traffic speed data in a hierarchical way,
an improved convolutional neural network (CNN) with asymmetric kernels is
proposed. Speed data are collected from loop detectors of Yan’an elevated
highway of Shanghai. To test the performance of the presented method, we
compare it with some conventional approaches of traffic speed estimation.
Experimental results demonstrate that our method outperforms all of them.

Keywords: Convolutional neural network - Kernels - Intelligent transportation
system - Speed prediction

1 Introduction

It is an attractive topic for human beings to have the ability to foresee the future, and it
is the same in transportation management. It is of great importance for traffic man-
agement department to learn the traffic evolution to provide a guide of tomorrow’s
traffic for people to select an unobstructed route. It is also of value for traffic man-
agement department to adjust the traffic strategy in advance [1, 2].

However, it is challenging to define a high-performance prediction model, because
the utilization of spatiotemporal relationship was not high, we did not have the ability to
form a more efficient prediction model to deal with the spatiotemporal correlation of
traffic flow in roads expanding on a two-dimensional field, we were not able to forecast
long-term future. Conventional traffic data prediction models usually treat the traffic data
as sequential data, so these models usually cannot have a good performance, because of
the limitations in implementation, assumptions and hypotheses, noisy or missing data,
ineptness to deal with outliers and incapability to determine dimensions [3].
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In the existing models, there are two main research methods which dominate the
study in traffic forecasting: methods based on statistic and methods based on neural
networks [3].

In traffic prediction, statistical methods are widely used. The classic method is
autoregressive integrated moving average (ARIMA) model. It is a time-series prediction
model which considers the correlations in successive time sequences of traffic variables.
Seasonal ARIMA model [4], KARIMA model [5] and ARIMAX model [6] which are
the extensions of basic ARIMA model are widely researched and applied. In [7],
k-nearest neighbors (KNN) has been used to forecast traffic flow. In [8], support vector
machines (SVM) were employed in traffic prediction. Online-SVM and Seasonal SVM
were used in [9] and [10] to improve the prediction accuracy. Methods based on
statistics have been widely applied in traffic prediction because of their easy imple-
mentation and promising results. However, these models did not consider the significant
spatiotemporal feature of traffic data, so these models cannot achieve a higher accuracy
than models based on neural networks. Besides, some statistical methods are powerless
because the model takes a very long time and consumes copious computer memory
when it deals with big data.

Neural network based methods, such as artificial neural network (ANN) are usually
applied to solve traffic prediction problems. ANN is able to deal with multi-dimensional
traffic data. Because of its easy and flexible implementation, strong generalization ability
and high performance in traffic prediction, ANN model is favored in recent research in
traffic prediction. In [11], ANN was used to predict traffic speed with consideration of
weather conditions. In [12], a real-time traffic speed prediction algorithm based on ANN
was proposed by Park et al. A model based on ANN combined with conventional Bayes
theorem to predict short-term freeway traffic flow was proposed in [13]. Moretti et al.
[14] used statistical and ANN bagging ensemble model to predict city traffic flow.

ANN can make use of large amounts of data, but it cannot take advantages of
spatiotemporal correlations from large amounts of traffic data. ANN are not able to
achieve a better performance than methods based on deep learning. Recently, more and
more deep learning models are applied to predict traffic flow because deep learning
models are able to learn the deeper level features from the given data. Nowadays, Deep
Belief Networks (DBNs) are widely used in traffic volume prediction. The model [15]
used the method of heterogeneous multitask learning and K-means clustering to
improve the prediction accuracy. Ridha et al. [16] combined DBN with weather con-
dition to predict traffic flow using streams of data. Ma et al. [17] proposed a new model
combined Restricted Boltzmann Machine (RBM) and Recurrent Neural Network
(RNN) forming a RBM-RNN model, it achieves the advantages of both RNN and RBM.
In [18], a Stacked Autoencoder based model was proposed to forecast traffic flow. Based
on [18], Duan et al. [19] further improved the SAE model by choosing different
appropriate hyperparameters at different times. Tian and Pan [20] first introduce Long
Short-term Memory (LSTM) into traffic prediction. The LSTM model outperforms other
neural networks in both stability and accuracy. In [21], a deep spatio-temporal residual
network was applied in crowd flows prediction. Ma et al. [22] proposed a Convolutional
Neural Network (CNN) based model which learns traffic data as image, the model
achieves a good result in Beijing road network speed prediction. However, the CNN
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model in [22] treats the traffic dynamic in time series and space equally, and cannot work
with the whole-day traffic data.

To solve the problems in [22], this paper introduces asymmetrical kernels to CNN,
which can treat the spatial features and temporal features of traffic data differently.
Because of different treatment between spatial features and temporal features, our model
gets lower mean squared error (MSE) and mean related error (MRE) than common
CNN. In addition, the improved model is applied to predict the whole-day traffic speed
of the next day with the help of whole-day traffic speed data of the previous day.

2 Proposed Approach

In this section, we will introduce the method of transforming the loop detectors’ data to
matrix and the basic theory of our CNN model.

2.1 Loop Detector Data Transformation

The traffic speed of elevated highway can be provided by the loop detectors deployed
on the highway. In the time dimension, the loop detectors’ data range from 0:00 am to
12:00 pm. The time intervals are usually 5 min. On the elevated highway, each two
loop detectors are deployed between 400 m. The loop detector data of elevated
highway also can be converted to matrices by a similar method. We let x-axes rep-
resents time, and y-axes represents space. We arrange the loop detector data of elevated
highway in the order of loop detectors’ position and time series to form a 2D matrix.
Each row in the matrix denotes speed data in different time periods recorded from a
same loop detector in the elevated highway. Each column in the matrix denotes speed
data from different loop detectors at a same time period. The time-space traffic speed
matrix can be represented as follow:

Sit Si2 0 Sin
21 S22 S$2n

§= , : . (1)
Sml Sm2 St Smn

In the matrix, m denotes the amount of loop detectors, n denotes the length of time
intervals and s; denotes the average speed on the loop detector i at time period j. We
also can represent the matrix as a heat map. Figure 1 is the illustration of a heat map
transformed from the matrix.

2.2 The Architecture of the Improved CNN

CNN has been widely used in the research of image understanding, because of its
strong ability in extracting critical features from images. In the field of image classi-
fication, CNN performs better than other deep learning models, even surpasses human
beings. As shown in Fig. 2, the Input of our model are matrices of spatiotemporal
traffic data. In our model, there are 3 convolution layers and 2 pooling layers. The input
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matrix goes through two convolution layers, one pooling layer, one convolution layers,
one pooling layer and one fully-connected layer in turn. The output of the model is a
vector which can be reshaped to a matrix with the same size of the input matrix.
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Fig. 1. The visualization of whole-day traffic speed of Shanghai Yan’an elevated highway.
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Fig. 2. The architecture of our improved CNN model.

2.2.1 The Model’s Input and Output

Like common CNNs, our improved CNN accepts matrices (images) as input. However,
in this paper, instead of being used to solve classification problems, we use CNN to
finish regressive task. Thus, the output of our model is a vector that can be reshaped to
a matrix just the same size as the input matrix which is the prediction of the next day.

2.2.2 Convolution Layers

The previous layer’s feature maps or the input matrices are convolved with trainable
kernels and then the feature maps are put through the activation function to make up the
output feature maps. Each output feature map combines convolutions with multiple
input feature maps. In common, the relationship between input and output maps of
convolution layers is as follow:

4= (3o kb)) 2)
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where x'~! denotes the input of the convolution layer, k! means the convolution layer’s
kernels, b denotes an additive bias, f is the activation function. We usually use sigmoid
(3) function or ReLu (4) function as the activation function.

1) = s o
o ={7 7<% @

2.2.3 Asymmetrical Kernels

In common CNN models, the convolution layers’ kernels are square, however, in our
model, kernels in convolution layers are asymmetrical rectangle matrices, because we
consider spatial dynamics and temporal dynamics differently. A traffic congestion event
can impact for a long time, sometimes for several hours, while the time intervals in
matrices are too small. To solve the problem demonstrated before, we use asymmetrical
rectangle kernels, which can capture more temporal dynamics of traffic data. In the
models, we use asymmetrical rectangle kernels with 3 x 13 size, 3 x Ssizeand 3 x 5
size in different convolution layers.

2.2.4 Pooling Layers

The output of a pooling layer are down-sampled versions of input maps. If there are N
input maps, then the number of output maps will be exactly N, but the size of output
maps will be smaller. More formally,

X, :f(z Bidown (x"1) + bj) (5)

where the function down() denotes a sub-sampling (pooling) function, usually we use
max pooling function or average pooling function. Generally, the pooling function will
transform each distinct n-by-n block into one pixel of the output map. Then the output
maps will be multiplied by a multiplicative bias  and add a bias b.

Although the pooling layer can reduce the amount of model’s trainable parameters,
it also brings some information loss. In order to reduce the information loss, in our
model, we cancel the pooling layer after the first convolution layer. This operation can
achieve a bit performance improvement.

2.2.5 Fully Connected Layer

The fully connected layer is similar to the artificial neural network, if we use x to
denote the input of fully connected layer, y to represent the output of the layer, the
corresponding relation between x and y is as follow:

i =r (i) + ) (6)

In the formula (6), w denotes the trainable weights between the input and output,
f represents the activation function described before.
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2.2.6 Model Optimization
To get an optimized model, we use stochastic gradient decent method to minimize the
model’s mean squared error (presented in formula 7) with the batch size is one.

n

MSE = lz (vi — )A/i)z (7)

4

In formula (7), y denotes the model output, and y represents the model’s expected
value.

3 Experimental Results

The model is evaluated using loop detectors data of Yan’an elevated highway for the
year of 2011. In the experiments, we use a whole day’s speed data, to predict the next
day’s whole-day speed data. The first 320 days of data are selected for training and the
left days of data are used for testing. We use the matrix of previous day as the input of
the model, the reshaped output vector is applied as the predicted value.

3.1 Handle the Data

We handle the data in the way which is similar to the method used in [22]. There are 35
loop detectors deployed on the Shanghai Yan’an elevated highway. In addition, the
observed data is recorded every 5 min. Because of some limitation of loop detectors,
we did some work in data cleaning. First, we reset the abnormal data, for example,
some elements in the speed matrix are larger than 200 km/h, we set these data to be
100, because there are few cars can run at this speed which is also against Chinese law.
According to Chinese law, the max speed on the elevated highway is 80 km/s, we take
the slight overspeed into account, thus, we choose 100 km/s as the max speed in the
matrix. Second, sometimes, the loop detectors employed on the Yan’an elevated
highway do not work during 0:00 am to 4:00 am, in addition, we think that most people
do not travel from 0:00 am to 6:00 am so we take no account of the data from 0:00 am
to 6:00 am. Third, there are 3 loop detectors often cannot work, thus, 3 rows in the
matrix are deleted. Last, in order to reduce the impact of abnormal elements in the
matrix, we aggregate the data in time-dimension to obtain a 20-min interval. Eventu-
ally, the size of matrix is 32 x 54.

3.2 Experimental Settings

There are three convolution layers and two pooling layers. There 16 kernels with the
size of 3 x 13 in the first convolution layer, 512 kernels with 3 x 11 size in the second
convolution layer and 1024 kernels with 3 x 5 size in the last convolution layer. In the
pooling layers, we do max pooling on the input. The experiments are conducted on a
sever with i7-5820 K CPU, 48 GB memory and NVIDIA GeForce GTX1080 GPU.
We implement these models on TensorFlow framework of deep learning. The con-
figurations of our CNN model are listed as follow (Table 1):
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Table 1. The configurations of our CNN model

Layer |Name Description

Input |- A matrix with 32 x 54 size
Layerl | Convolution 16 kernels with 3 x 13 size
Layer2 | Convolution 512 kernels with 3 x 11 size
Layer3 | Pooling 2 x 2 max pooling

Layer4 | Convolution 1024 kernels with 3 x 5 size
Layer5 | Pooling 2 x 2 max pooling

Layer6 | Fully-connected

Output | — A vector with 1728 elements

3.3 Evaluation Metrics

The accuracy of traffic speed prediction is mainly assessed by two performance metrics
which are Mean Relative error (MRE) and Mean Squared Error (MSE). MSE evaluate
the model’s absolute error while MRE shows the relative error of the model. MSE is
demonstrated before and MRE is presented as the following:

1= yi — il
MRE = -5 i (8)
”; Vi

where y denotes model’s predicted value using the data of the previous day as the
model’s input, y denotes the observed traffic speed value of the next day and n denotes
the number of samples.

3.4 Experiment Result

As shown in Figs. 3, 4 and 5, we visualize some kernels in different convolution layers,
different feature maps and the output matrix during the experiment. In Fig. 3, The three
images in the first row are kernels we choose from the first convolution layers, then the
images in the next row are kernels selected from the second convolution layers, the last
images are kernels chosen from the third convolution layers. In Fig. 4, The images in

A S
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Fig. 3. Kernels’ visualization from different Fig. 4. Feature maps extracted from differ-
convolution layers. The images in the first line ent convolution layers. The images in the first
are asymmetrical kernels of the first convolu- line are feature maps of the first convolution

tion layer and so forth. layer and so forth.
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the first row are feature maps extracted from the first convolution layers, then second
and third. The left image in Fig. 5 is the model’s reshaped output which is used as
prediction and the right is the visualized speed data in reality. In Fig. 6 the real data of
the next day and the prediction of our model are represented as polylines.

Fig. 5. The left image is the output of the model, which is transformed to heat map and the right
image is the visualized real traffic speed of the next day. We can see that the output of our model
is very similar to the real data.
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Fig. 6. The blue polyline is the model’s prediction, and the red polyline represents the reality of
the next day. The blue polyline can reflect the trend of the reality, and fit the reality well. (Color
figure online)

We compare our CNN model with the most widely used methods of traffic flow
prediction, such as ARIMA, KNN, ANN and common CNN. The performance of these
models mentioned before is listed below (Table 2):
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Table 2. The performance of different model mentioned before.

Model MSE MRE

Our Model 58.7607 | 0.0998
Common CNN | 94.0019 | 0.1346
KNN 169.1917 | 0.2105
ANN 126.9821 | 0.1592
ARIMA 331.6745 | 0.2562

As is shown in the list, neural network based models get lower MSE and MRE than
KNN and ARIMA who are not based on neural networks. In addition, our model
achieves the lowest MSE and MRE. The MRE of our model is less than the rest
models’ over 3%. And for MSE, the MRE of our model is less than the second-best
model about 30%.

4 Conclusion

In this paper, we proposed an CNN based deep learning model to predict whole-day
traffic speed of elevated highway. In our model, we use asymmetrical kernels in the
convolution layer. Our model focuses more on temporal dynamics which solve the
problem that common methods cannot treat the special features and the temporal
features differently. The experimental result proved that our model can achieve a good
performance when comparing with other conventional method.
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Abstract. Statistical distribution fitting and regression fitting are both
classic methods to model data. There are slight connections and differ-
ences between them, as a result they outperform each other in different
cases. A analysis model for processing natural data, say astronomical
pulsar data in this paper, is proposed to improve data fitting method
performance. Then the insight behind the comprehensive fitting model
is given and discussed.

Keywords: Statistical distribution - Regression - Model selection -
Goodness of fit

1 Introduction

Statistics is a subject aiming to model the world by rather collecting and ana-
lyzing data than to inference and prove precisely. Lots of natural data have been
fitted into statistical distributions with significant performances. And with these
statistical distributions scientists can utilize their off-the-shelf distribution prop-
erties. While unfortunately the diversity of our world is far more complex than
the level those statistical distributions can totally model. Alternatively, polyno-
mial regression is also an approach to automatically find empirical laws from
data [1]. It is proposed to fit various patterns of data, and has already shown
its powerful fitting ability. Researchers who use polynomial regression are conve-
niently not required to preliminarily estimate data distribution [2]. Regrettably,
by implementing polynomial regression we eventually get a polynomial expres-
sion with less prior properties than traditional statistical distributions have.
Given that features of natural scientific data are relatively fixed, and they
will still be studied in the future, it is significant to determine the best fitting
method for certain scientific data feature. And we creatively name it fitting label.
As a solution to the dilemma, we propose a discriminative fitting model to help
scientists automatically fitting scientific data into the optimal expression. Once
scientists get the fitting label of a certain feature of natural scientific data, those
later scientists are able to directly update the fitting expression parameters on
new data’s arrival. We operated experiments on an astronomical data set, ANTF
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Pulsar Catalogue [3]. Besides, given the reliability of P value is still controversial
[4], and mean squared error and KL divergence are trustworthy measures for
both fields of statistics and machine learning, we complementally took them in
consideration.

The structure of this paper is shown as follows: the comprehensive fitting
model is proposed in Sect.2; and with it its corresponding experiments are
showed and discussed in Sects. 3 and 4; the section of conclusion comes as the end.

2 Methodology

2.1 Comprehensive Fitting Model

As is shown in Algorithm 1, the selection model consists of mainly 3 steps. Step
1 is to determine whether the data is subject to a certain natural distribution or
not through significance testing. Step 2, fitting data into significant distributions
and operating regression, then calculating their respective similarities. Step 3 is
to classify the data’s fitting label with distance-based classifier according to
the similarities. Consequently, scientists are able to learn as more properties as
possible of the data.

Algorithm 1. Comprehensive model

Input: Scientific Data D;
Candidate Statistical Distribution Families IT = {71, ..., s, ..., Tm };
Selected Significance Testing Methods I' = {I1, ..., [, ...In };
Selected Similarity Measures X = {01, ...,05,...0n};
Polynomial Regression Order e;
Cross-Validation Times ¢t and Fold k.

Output: Fitting Labels 7*.

1: IT — Algorithm2 (D,I1,I', 02)
2: 3 «— Algorithm3 (D, X, ﬁ)

3: Fitting Labels 7* «— kNN (2)

return 7*

2.2 Statistical Significance Testing

As is shown in Algorithm 2, firstly we need human experts, astronomers for
example, to give us candidate statistical distribution families for each feature.
These distribution families with empirical parameters are then be tested one by
one for statistical significance under selected statistical significance measures,
usually P value. Concretely with specified natural science feature data, we per-
form statistical significance test to screen out distribution families that have
statistically large significance levels for the feature. Candidate statistical fami-
lies and selected significance measures are given into the testing process, If the
output P value reaches the threshold, a significance level of 0.05 by convention,
the distribution will be recorded as a significant distribution.
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Algorithm 2. Statistical significance testing
Input: Scientific Data D;
Candidate Statistical Distribution Families IT = {m1, ..., Tm };
Selected Significance Testing Methods I' = {I1, ..., [n};
Testing Methods Weights 2 = {w1, ..., wn };
Significance Level 7.
Output: Significant Statistical Distribution Families IT = {71,y 1}
1: for each m; € IT do
2: for each I'; € I" do

3 "/A}; <_Fj (Dvﬂ—i);
4 ¥l iy 12};7
5 end for
6: Pl — 027 x $
7: if 9* > 7 then
8 IT—11u o
9 end if
10: end for
return IT

2.3 Similarity Evaluation

For this step, we use similarity measures to detect how well the expression fits
with the data, which is shown in Algorithm 3. Significant statistical distributions

Algorithm 3. Similarity evaluation
Input: Pulsar Feature Data D;
Significant Statistical Distribution Families IT = {71,y ey T}
Selected Similarity Measures X = {01, ..., 0n };
Similarity Measure Weights @ = {6y, ...,0,};
Polynomial Regression Highest Order e;
Cross-Validation Times ¢ and Fold k.
Output: Similarity/Goodness of Fit ¥ = {6, ...,6" 1.
1: for each 7; € IT do
2: for each 0; € ¥ do
[T;f — CV (t,k, D, 7i,05);
' — 6" Udy;
end for
54— OT x &%
Y —Xus
end for
9: for each 0; € ¥ do
10: 69 «— CV (t,k, D, Polyfit (e) ,0;);
11: 6" —é6usY;
12: end for
13: 6° — 0T x 6%
14: ¥« X uUg°
return ¥
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obtained from last step are introduced here, and with it selected similarity mea-
sures. We perform t times k-fold cross-validation test to acquire the average
similarity between the distribution and scientific data.

2.4 Distance-Based Classification

It is the final outcome, the fitting label for the feature data, producing step.
We can take those similarity measures as distances, and run a distance-based
classifier to eventually select the expression with minimal distance as the optimal
fitting label. Here we bring a classic classifier k-Nearest Neighbours (abbreviated
as kNN) with its parameter k chosen 1.

3 Experiments

A logical starting point is to test a distribution’s normality for its popularity in
natural world [5]. While for features whose scatter diagram is shown in Fig. 1,
they seem obviously subject to lognormal distribution [6,7]. We took the log-
arithm of that data first, then tested the resulting data’s normality, which is
shown in Fig. 2. As we know, logarithm of scale parameter and shape parameter
of lognormal distribution are respectively expectation and standard deviation of
normal distribution.
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Fig. 1. Original plot Fig. 2. Logarithm plot

Significance results are shown in Table 1. For those classic statistical testing
methods, the values recorded are their P values. Results shows that lognormal
has the highest significance among expert-selecting distributions.

Table 1. Significance testing of PO

PO Normal Lognormal Power-law
KS test 4.21349250398968713e—61 | 0.487092039062517 | 0.0
Shaprio-Wilk test | 0.0 0.155729278922081 -
Kurtosis test 9.7779914011373847e—154 | 0.10520924193801827 | —
Skewness test 0.0 0.97680081829094689 | —
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Similarity evaluation results are shown in Table2. The polynomial order is
empirically chosen 2. Thus lognormal distribution has the lowest relative entropy
and mean squared error. So it is the optimal fitting label for pulsar period feature.
The temporary parameters of its corresponding normal distribution are mean
—0.53455956344351729 and standard deviation 0.99686283436845236.

Table 2. Similarity Evaluation of PO

PO Lognormal Polynomial
KL divergence | 0.0188633190407 | 0.565469835801
MSE 249154711009 | 115.375894222

4 Discussions

As we know, the insight is a thought on inductive bias of Occam’s razor and
the principle of maximum entropy. Occam’s razor has been the default heuristic
technique in natural science for hundreds of years. It can be interpreted as stating
that the one among competing hypotheses with the fewest assumptions should
be selected [8,9]. The preference for simplicity also comes to machine learning’s
avoiding overfitting, a low-order fitting curve is almost always better than a
high-order one. On the contrary, the second law of thermodynamics states that
the total entropy of an isolated system can only increase over time. It is seen as
an axiom of statistical thermodynamics. Here comes the principle of maximum
entropy which states that the probability distribution that best represents the
current state of knowledge is the one with largest entropy. And it also emphasizes
a natural correspondence between statistical mechanics and information theory
[10]. Numbers of statistical distributions widely used by natural scientists to
model scientific data can be derived under the principle of maximum entropy.
For any certain mean g and variance o2, the maximum entropy distribution
p (z|p, 0?) is normal distribution N (u,0?) [11].

5 Conclusions

For scientists we propose a discriminative fitting model through which diverse
scientific data will be fitted into the optimal expression. And with our model
as much as possible sample information can be used in future study. For data
that is subject to a common statistical distribution, they then will be fitted into
that distribution with parameters tuned by numerical optimization methods;
comparatively for those who are not we model them by polynomial regression.
Among main fields of natural science are still features whose fitting label remains
unfixed, so it will be a great work to build a fitting label database with our model
for scientists.
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Abstract. In the face of massive information, batch processing of files is an
important way of information transmission and storage, and the application is
quite common. With the increasing demand for batch files processing reliability
and speed, and the problem of low storage efficiency for current batch file
processing, the paper proposes a storage method that combine distributed
storage system HDFS file storage advantage and Redis cache technology to form
a rapid batch merge files. The files that meet the conditions are merged into the
Sequence File and stored in the HDFS. The multiple linear regression analysis
method is used to determine the load factor, so that the load balancing is
adjusted and the Redis cache hash data is used to ensure the efficiency. Through
experiments on the corresponding file platform for file upload, query, delete and
memory usage, we analysis batch processing method and non-batch method
comparatively. It can be concluded that compared with the non-batch direct
upload file to HDFS way, improved batch file processing method can process
files more faster and ensure the stability and reliability of the file at the same
time.

Keywords: Redis - HDFS - Batch processing - Distributed file system

1 Introduction

File system is an important way to transmit and store information. The use of the scale
continues to expand, such as the office system, mail, message system through which
information can be shared and distributed quickly. Users in such applications, not only
requires high-speed processing speed, but also requires the reliability of storage.
Therefore, massive files in cloud storage research has important practical value.
Massive file storage is generally based on HDFS. HDFS is a distributed file system,
through the cheap multi-machine support large-scale data sets of large file storage, with
strong scalability, and solve the storage problem of space constraints. Meantime, HDFS
can provide high-throughput data access. It is ideal solution for large-scale data set
applications, and even in the case of error can guarantee the reliability of data storage.
It assumes that the calculation elements and storage would fail, so it maintains multiple
copies of the work data to ensure that they can be redistributed against the failed nodes.
It works in parallel to ensure efficient processing. But the storage efficiency of small
files in HDFS is not high. It uses NameNode to maintain the mapping of file path to the
data block and the mapping of the data block to DataNode, and also monitor DataNode
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heartbeat and maintain the number of data block copies. When a large number of small
files stored in HDFS then the NameNode will run out of most of the memory, resulting
in low storage efficiency, limiting the file access speed.

Taking into account the above-mentioned problems, we use a separate server with
large memory to cache the data to be merged. It would improve the performance of the
management node, and avoid the main server bottlenecks. The cache server uses Redis
to store data. Redis is a memory-based high-performance Key/Value database. It writes
updated data to disk or writes modified operation to additional log files periodically to
ensure data persistence. And the Master-Slave synchronization provides a high avail-
ability and reliable platform to users. The first upload files cache in Redis, writing to
disk operation only need to execute one time after merging the files which would
reduce the times of disk I/O. And file uploading processes in memory which can
provide a significant reduction of response time of file uploading.

2 Algorithm Summary of Batch Processing

The file storage scheme designed in this paper is to build an intermediate platform
between users and HDFS system to handle the upload, query and delete operations of
received files. As large files can be stored directly and efficiently in HDFS, the platform
only process small files. Processing of files that larger than 32 M would return a
processing-received tag directly. Consolidated storage scheme as shown in Fig. 1.
Users interact with the platform through socket. Redis is used to cache user files.
Caching files merge and store in the Sequence File of HDFS through the HDFS
interface. The metadata records cache in Redis.

\ 4

HDFS

Y

User System

v
Redis |«

Fig. 1. Files consolidated storage solution

2.1 Storage Structure

Redis as a file cache database, save the cache file content and metadata records. The
cache structure design is as follows (Table 1):

The storage structure of HDFS platform is the Sequence File stored and combined
under basic directory, named after timestamp. The Sequence File uses the sequential
storage structure so that we can quickly locate the contents of the small files through
the file location Store Position recorded in metadata corresponding to File Name. And,
Sequence File uses Block compression to reduce disk usage and increase transmission
speed. Block compression is a series of records, that is, the small files here, organized
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Table 1. Redis cache data storage structure

Name Type | Description

RCF Hash | Cache the data of the file, including the contents of the file. Key is the
file name, value is the contents of the file

RCFL Long | The length of the file in the cache, that is, the total length of the file
data stored in the RCF

MH:DID Hash | File information that update to metadata record after serialization. For

example, MH: 12 store all the metadata structure of the folder
identified as 12. Key for the file name, value for the metadata
SDIR:DID Hash Folder structure, key for the folder, value for the folder name

DID Long | Automatic growth of the folder identification

together, unified compressed into a Block. Block information mainly store: the number
of records contained in the block, the set of the length of each record Value, and the set
of the value of each record Value.

2.2 Storage Platform Implementation

According to the above design proposal, based on the load cost model, the file platform
is divided into two parts: basic processing and background processing. Users process
basic file operation such as upload, modify and delete through the platform interacted
with Redis and Sequence File; The timer combined with the basic operation triggers the
event to invoke background processing to ensure the reliability and speed of the
system.

When uploading a file, the received file is stored in the file cache RCF in Redis and
the RCF Length of the file (RCFL) stored in the RCF is updated. Then, to determine the
RCFL, if the length achieved the size for merge, a “merge file” message MF is send to
the background processing module. When reading a file, the file will be returned
directly if it exists in the upload buffer of Redis. Otherwise, the contents of the file will
be read by the cache processing module and returned to the client. When deleting a file,
first determine whether it exists in RCF. If true then delete it. Otherwise, the metadata
of delete flag will be set to 0 and mark the file would be deleted.

2.3 Load Cost Model

As a complete system, not only to improve the efficiency of file storage, but also take
into account the system load conditions. The load cost of existing server resources
generally evaluated by the usage of independent CPU or memory. This statistics is not
comprehensive. For example, high CPU usage will not affect the operation which only
occupy high memory and disk I/O usage, and in actual use, the various types of
resources requirements of the thread operation cannot be comprehensively evaluated
either.

In order to make up for the shortage of resource statistics, this paper puts forward a
load cost model which use the user’s response time as an estimate criteria, based on the
experimental analysis of statistical data to determine the cost of the formula, so to
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evaluate the effects of variety factors more reasonable. The process is: while the system
is running normally, gather statistics and analysis the various types of resources, such
as CPU, memory, disk I/O and other in real-time, record the response time of task
processing threads and main customer service thread, to determine various factors. In
this way, to avoid the lack of timeliness of traditional statistical estimates, the use of
real-time computing can ensure reliable and comprehensive analysis with all kinds of
environmental resources.

This paper combines the features of Sequence access and based on the GD-SIZE
algorithm, calculate the cost H with the formula (1), and archive the small file cache
replacement strategy.

H;=N/S (1)

The general GD-SIZE algorithm is: Each document in the buffer has a corre-
sponding cost. When the document is brought into the buffer, the H value of the
document is the reciprocal of the document size. When the replacement occurs, doc-
ument which has the smallest H value H,,;, is swapped out, and the H value of the
remaining document becomes the H value before the replacement minus H,,;,.
According to the characteristics of Sequence File, reading the file in a single block may
need to traverse many times. The value of H that GZ-SIZE algorithm used cannot
actually reflect the cost of the document. The cost of the document has positive cor-
relation with the traversed files number N for visiting the file. We can multiply the
reciprocal of the file size S by N as the initial value of the GZ-SIZE algorithm, to
achieve cache replacement.

3 Experiment

To establish the load cost model and determine the load cost formula, the influence of
various factors on the response time of the main thread needs to be quantified. The
coefficient of influence of the factor is obtained by the method of multiple linear
regression analysis. In this system, CPU usage (C), memory usage (M), and disk I/O
(D) have a major impact on performance, so they are used as dependent variables and
uploading response time (T) as response variable, the multiple regression equation is
expressed as:

T =kiC+kyM+ ksD (2)

The specific operation is as follows: In the running nodes of the platform, execute
multiple processes that have great impact to C, M and D to get different resource
occupancy results, and gather the file upload time statistics. The results are as follows
(Table 2):

Regression analysis of the results can calculate that k1 = 0.257, k2 = 0.332,
k3 = 0.103. In order to enable the user get responding within 100 ms, the response
time T calculated with C, M, and D should be less than 100 ms as the expected
threshold of the load. In the experimental environment, the value of k1, k2, k3 is input
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Table 2. Response time of the user request

T/ms | C/% | M/% | D/(Blk_wrtn/s)
49 13 |33 17.03
59 15 |31 184.00
92 63 |21 188.00
55 23 |22 0.00
57 12 |21 0.00
73 36 |32 116.00
51 45 |43 8.00
68 89 |21 32.00

to the running configuration. When the background message MF is received, the load
threshold is calculated by the formula.

In order to eliminate the impact of unstable factors (such as speed), randomly
selected 10 small files in the standard HDFS and the use of optimization modules in the
file system to upload, and ultimately get the cost time shown below (Fig. 2):
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Fig. 2. File upload time

It can be seen that the time for file uploading is significantly reduced by batch
merging of files, which is reduced from an average of 453.1 ms with traditional way to
an average of 52.3 ms by 88.45%. In the file uploading in a batch file, the imple-
mentation changes from receiving files through original HDFS memory and writing the
disk later to receiving files by Redis memory directly, no longer need to wait for the
slow disk I/O operation of writing. The upload speed is significantly improved.
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4 Conclusion

In this paper, we consider the storage method of small files in HDFS, design and
implement the small files storage optimization based on reliable HDFS file system.
Combining the Redis cache mechanism effectively reduces the memory usage of the
NameNode node, the disk I/O is reduced compared to the traditional HDFS files merge
method, speeding up the file uploading and acquiring speed in a large number of
frequent file reads. It can be seen from the results of the experiment that the
Redis-based HDFS file batch merge storage optimization method can improve memory
utilization and speed up the file retrieval speed, and not affect the speed of file updating
and querying, ensure the fast and reliable file operation and preservation.
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Abstract. In view of the cutting stock problem of the plate fragments and scrap
cannot make full use, this paper introduces the concept of standard usage left-
over, uses the recursive algorithm and the sequential heuristic procedure to solve
the circle cutting problem, achieving the follow-up orders specification to use
the usage leftover of the previous orders. This method can make the cutting
process more simple, convenient usage leftovers inventory management, as well
as conform to the requirements of the blanking for a long time. Computational
experimental results show that the algorithm has a high material utilization, and
playing a guiding role to the actual industrial production.

Keywords: Standard usage leftover - Recursive algorithm - Sequential
heuristic procedure - Circle stock problem

1 Introduction

The problem of circle stock cutting exists in many industrial processes. It is inevitable
to produce leftover, which results of material waste and inventory management diffi-
culties [1]. There are usually three models are used to solve the Cutting Stock Problem
with Leftover (CSPL): minimizing bar cost; minimizing leftover and waste; minimizing
the number of sheet. The model Cui [2] proposed aims at minimizing bar cost. It
discusses One-dimensional Multiple Stock Size Cutting Stock Problem (1IDMSSCSP).
Residual length of a cutting pattern is taken as a leftover if it is longer than a threshold;
as trim loss otherwise. The model Trkman [3] proposed aims at minimizing leftover
and waste. It discusses General One-dimensional Cutting Stock Problem (G1D-CSP).
According to the order is cyclical or not, Trkman classifies the problem into three
types: (1) all items will be produced in one production cycle; (2) all items will be
produced in multiple production cycle when order and material is ensure; (3) all items
will be produced in multiple production cycle. But only the first production cycle task
is ensured. The model Chen [1] proposed aims at minimizing sheet number. She
pointed out two aspects: (1) Stock number is taken as the main part while usage
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leftover value is neglected; (2) As a part of stock, leftover has been included in
production cost. In concrete solution method, Cui [2] used integer programming
(IP) and column generation algorithm to solve IDMSSCSP. Andrade [4] came up with
mixed integer programming to solve how to use leftover. Cherri [5] discussed leftover
length and defined the concept of waste. Yurij [6] proposed the concept of standard
existing algorithms are restricted to 2D objects; Miyazawa [7] presented iterative
separation management which could simplified process.

In this paper, a concept of standard leftover is proposed, and Recursive Algorithm
(RA) with Sequential Heuristic Procedure (SHP) is used to maximize the sum of items
and leftover value.

2 Mathematical Model

The meaning of circle stock problem with standard usage leftover is direct cutting
along the optimal line of a vertical plate on the rectangular stock. The left side is the
sheet stock used for the current order and the right is the standard leftover for the
subsequent order; the material for the current order only uses the sheet on the left.
There are three concepts.

(1) Leftover: remained part in the cutting stock process. The leftover sheet stock
won’t be placed any items in this order, it will be used in the subsequent order.

(2) Standard leftover: the usage leftover generated in current order. It has the same
width with stock. The standard leftover can be used in the next order. As Fig. 1
shows, the part in the lower right is standard leftover, and the cross slash area is
waste.

foecece

00000000
[
XOOOOOCR

(a) current order (b) next order

Fig. 1. Standard leftover and the waste

(3) Waste: the remaining part in the cutting stock process. The leftover sheet stock
won’t be placed any items in this order, it won’t be used in the subsequent order.

The problem is characterized by the following data:

L: stock length

W: stock width

K: number of cutting patterns

7: number of standard leftover types;
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Ii: length of leftover appearing in cutting pattern k, k = 1,...,K
Vi: value of leftover appearing in cutting pattern k

ei: number of leftover type i appearing in cutting pattern k

aj: number of item type i appearing in cutting pattern k

xi: frequency of cutting pattern k

v;: value of item type i; i = 1,...,m

Nmax: maximum number of standard leftover type;

B: B=[by,...,by], b; is the demand of item type i

The problem can be formulated as the following programming problem:

Maximize : Zszl (aiwvi)xx + Vi (1)
Subject to: Z::l agxy > by 2)
K
Vk = Zk:l (e,'kV,‘))Ck (3)
T < N 0 <l <l Xk € NT € N (4)

Function (1) is to maximize the sum value of items. Constrains (2) constrain the
number of item produced. Constrains (3) is to circulate leftover value.

In fact, the total value of stocks is the sum of items value and usage leftover value
because of the introduction of standard leftover concept.

3 Algorithm Description

(1) Generate Cutting Pattern

Standard leftover length is /i, width is W;. There will be one or multiple rows in sheets.
When [ =0, no leftover is produced. Traversing all items for this year, making
inventory management of leftover to make it usable for future. RA [9] is used to solve
the direct cutting problem. It will assemble a horizontal homogeneous sheet along the
direction perpendicular to the width of the plate. 2 sheets are considered when cal-
culating sheet value. One sheet length is x and width is y—1 while another sheet length
is x—1 and width is y. The sheet with bigger value will be chosen.

F(x,y): value of stock whose length is x and width is y

dmin: length of the smallest item

u;: value of sheet consists of item i

n;: number of item i appearing in the sheet whose width is w;.

The recursive algorithm can be expressed as:

Ify < dpin O (L_lk) < dmin, F(L_lkvy) =0
Ify > dmin and (L— lk) > dmin’
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max{F(L— Iy — 1,y),F(L—I,y— 1)}
Fx,y) = (max [u; +F(L =L,y —wi)|,wi <y,n; >0 (5)

When sheet stock length or width is less than dp,, no item can be cut from the
sheet. So stock value is equal to leftover value; otherwise, it is equal to the sum value of
sheet and leftover.

(2) Generate Cutting Plan

The sequential heuristic algorithm is used to solve the circle stock problem with
standard usage leftover. It refers to getting a series of cutting pattern with given
constraints by modifying the current remaining demand and item value until the
demand is 0. Finally, stocks are cut into sheets and standard leftover. The cutting plan
will be completed, and an optimized one which has the highest utilization ratio is
obtained.

Input: L * W, m, d;, b;;

Stepl: input initialize v; = 77:(%)2, P = @, residual demand of item i h; = b;;
Step2: use RA;

Step3: circulate the frequency x; and add the cutting pattern into set P;
Step4: modify item value;

Step5: update h;, if h; # 0, then go to step2; otherwise, end loop.

Output: optimal cutting plan.

4 Experiment

Experiments are on VS2013 platform with C# on windows10, and the computer is
2.60 GHz, 8 GB RAM. Experiments are compared with literature [9]. The range of
parameter values is shown in Table 1. Random generating 500 test instances. The
upper bound of leftover length and type is 700 mm and 10 respectively.

Table 1. Range of parameter value in experiment

Name Range Name Range
Stock length (mm) | 2000-3000 | Stock width (mm) 1000-1500
Item type 2-5 Item diameter 100-500
Item demand 500-3000 | Maximum rows in sheet | 3

Figure 2 is a cutting plan of one of the random instances. Amount of item is 4, and
diameters are 188, 278, 232, and 182. Demands are 2770, 1350, 700, 950. The
computational experimental results show that stock number is 115, the cutting pattern
is 4, and the standard leftover is 3. The cutting patterns are shown in Table 2. The
average utilization is 74.69% while the one in paper [9] is 70.81%, which shows the
average is enhanced by 3.88%.
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Fig. 2. Random instances
Table 2. Cutting patterns of instance
Cutting Item Item Stock Leftover (item Utilization
pattern type number number diameter * rows) ratio
(@ 4 87 11 166 * 1 82.16%
(b) 1,3 50, 24 30 No leftover 80.15%
(©) 1,2 54,5 24 166 * 3 79.05%
@ 2 25 50 220 * 3 73.59%

In experiments, according to whether or not to produce leftover, the effective of
producing standard leftover on the utilization ratio improvement of stocks is analyzed.
Stock size is 2000 * 1000. Randomly produce 10 circle items. Item diameter: 209, 159,
318, 179, 244, 375, 117, 348, 401, 157; Item required: 2857, 2747, 1514, 1993, 2108,
551, 2794, 2689, 1518, 992.

Table 3 shows the cutting stock plan when leftover is allowed. There are 10 type
cutting patterns. When leftover is not allowed, the cutting patterns are shown in
Table 4. The same type cutting patterns is 10. But the average utilization and the total
stocks are different. The difference shows in Table 5. We can learn that the former
utilization is 5.35% higher than the latter, and the former plates are 34 more than the

latter.

Table 3. The patterns with leftovers
Cutting Item Item Stock Leftover size (item diameter | Utilization
pattern type number number mm * rows)
(a) 4,7 22, 100 28 No leftover 81.66%
(b) 1, 10 27, 36 28 No leftover 81.38%
(©) 4 64 22 No leftover 80.74%
@ 1,2 18, 48 58 No leftover 78.74%
(e) 3,5 6, 23 92 No leftover 77.81%
) 1 34 32 189 * 3 78.17%
(&) 8 14 193 257 * 1 74.56%
(h) 3,9 9,4 107 189 * 2 73.83%
1) 9 8 137 189 * 2 63.31%
) 6 8 69 473 * 1 61.92%
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Table 4. The patterns without leftovers

Cutting Item Item Stock Leftover (item Utilization
pattern type number number diameter * rows)

(a) 4,7 22, 100 28 No leftover 81.66%
(b) 1, 10 27, 36 28 No leftover 81.38%
(©) 4 64 22 No leftover 80.74%
@ 1,2 18, 48 58 No leftover 78.74%
(e) 3,5 6, 23 92 No leftover 77.81%
®) 1 45 24 No leftover 77.40%
(2) 3 18 54 No leftover 71.67%
(h) 8 15 180 No leftover 71.53%
@) 6 10 56 No leftover 55.37%
) 9 8 190 No leftover 50.65%

Table 5. The difference between with leftovers and without leftovers

Used stocks | Average utilization
With leftovers 732 72.22%
Without leftovers | 766 66.87%

5 Conclusion

In this paper, the concept of standard leftover generated, so that it can be available for
the later orders. The constraints of leftover will make it convenient for inventory
management, which is benefit for long period order. Experiments show the combina-
tion of sequential heuristic algorithm and recursive algorithm has a higher material
utilization. It will play a guiding role in actual production.
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Abstract. In recent years, different Artificial Intelligence methods have been
applied to pulsar search, such as Artificial Neural Network method, PEACE
Sorting Algorithm, Real-time Classification method. In this paper, Weighting
Feature method before applying machine learning (ML) was proposed. We give
weight to each feature according to its ability to distinguish pulsar and
non-pulsar candidates. The ability is determined by the separation degree of the
distribution of pulsars and non-pulsars on particular feature. And then use the
ML methods to classify different types of candidates. The results show that this
method is significant. The accuracy of identifying pulsars and modeling time
were both improved after weighting.

Keywords: Weighting - Machine learning - Pulsar search - WEKA

1 Introduction

Pulsar is fast rotated neutron star, which periodically sends pulse signal whose period is
short and very stable. Pulsar plays an important part in physics, astronomy and many
other fields. In recent years, Al methods like image pattern recognition [2], artificial
neural network method and scheduling algorithm are used in pulsar search. Lee et al.
[6] proposed the PEACE sorting algorithm to search pulsar, which had obtained good
results. Lyon et al. [5] used the GH-VFDT (Gauss-Hellinger Very Fast Decision Tree)
to distinguish the candidate, with recognition rate of pulsars over 90% [3].

While GH-VFDT obtained a high recognition rate of pulsars, the difference
between the abilities of different features to distinguish the pulse and non-pulsar are not
reflected. Thus, in this paper, we add different weights to the eight features before the
machine learning process according to their separation degree. Results show that
weighting improves both the accuracy rate of classification and modeling time.

The structure of this paper is shown as follows: the related work is mentioned in
Sect. 2; the Feature Weighting method is proposed in Sect. 3; and with its corre-
sponding experiments are showed and analyzed in Sects. 4 and 5; the section of
conclusion comes as the end.
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2 Related Work

2.1 Feature

In the process of searching for pulsar signals with radio telescope, the most basic data
are obtained. These data are subjected to Removing signal interference, de dispersion,
FFT [4] and periodic search. Then a pulsar candidate is generated which has some basic
Features. Lyon et al. used eight new features to describe the pulsar candidate. The eight
features are Mean of the integrated profile Prof,,, Standard deviation of the integrated
profile Prof,, Excess kurtosis of the integrated profile Profi, Skewness of the integrated
profile Profs, Mean of the DM-SNR curve DM,,, Standard deviation of the DM-SNR
curve DM, Excess kurtosis of the DM-SNR curve DM, Skewness of the DM-SNR
curve DM [5]. Pulsar Feature Lab and Presto [6] are used to process the primitive data

into these eight features.

2.2 Dataset

Three separate datasets were used to the measure the performance of ML methods on
pulsar search. The small scale dataset is LOTAAS which was obtained during the
LOTAAS survey and is currently private. The medium scale dataset HTRU2 was
obtained during an analysis of HTRU Medium Latitude data by Thornton (2013). The
large scale dataset HTRU1 is produced by Morello et al. The detailed information of
the three datasets is summarized in the Table 1.

Table 1. Three pulsar candidate datasets

Dataset | Creator Time | Volume | Pulsar | Non-pulsar
LOTAAS | Morello et al. | 2012 | 5053 66 | 4987
HTRU2 | Thornton 2013 | 17898 | 1639 | 16259
HTRU1 |Lofar 2013 (191191 | 1196 |89995

3 Methodology-Feature Weighting

Analyzing the statistic distribution of the eight features from the sample data of pulsars
and non-pulsars, feature data was extracted from 90,000 labelled pulsar candidates
produced by Morello et al. [8], via Pulsar Feature Lab. As it is showed in Fig. 1, the
data were scaled to the interval of [0, 1]. For each feature, there are two box plots. The
orange red box shows the feature distribution of known pulsars, while the box in light
blue describes the RFI/noise distribution.

It is obvious that when we are classifying a pulsar candidate via its feature, the
feature that has a high degree of separation between pulsars and non-pulsars weighs
more than other features. Therefore, this paper naturally adds different weights to the
eight features according to their separation degree between different types of candi-
dates. As a specific feature, this paper defines the separation degree as follows:
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(1)

In this formula, as can be seen from Fig. 2, for a particular feature, Ab denotes the
separation degree, / means the coincident area of pulsar and non-pulsar, Rp denotes the
width of the distribution of the pulsars on the feature, while R; means the distribution

width of non-pulsars.

Non-pulsar

|
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N |
.
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Fig. 2. Distribution of pulsar and non-pulsars and their coincident area (Color figure online)
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The distribution of features between candidates can be considered as natural dis-
tribution. According 36 principle, features of almost all candidates will be within the
range of feature box. By analyzing the data from LOTAAS, HTRU2 and HTRUI, this
paper get the weight of each feature W; (i = 1-8).

W = (1.64,0.85,1.91,1.38,1.29,1.50,2.03, 1.18) (2)

4 Experiments

In this part, weighting each feature before utilizing ML methods on the datasets are
proposed. Classification accuracy and modelling time are both taken to be criterion to
judge the performance of the methods. The paper supposes weighting is useful if
methods improves the accuracy or improves the modeling time. What’s more, accuracy
goes before modeling time.

For small scale dataset LOTAAS, the experimental results are shown in Table 2,
after weighting, accuracy rate of SMO, IBK and JRIP are improved. Modeling time of
J48 and RandomForest are improved.

Table 2. Accuracy and modeling time before and after weighting for LOTAAS.

Methods Accuracy Modeling
time

Before After Before | After
SMO 99.7625% | 99.8813% | 0.05 | 0.02
IBK 99.8417% | 99.8615% | 0 0
JRIP 99.8417% | 99.8615% | 0.08 | 0.11
J48 99.8615% | 99.8615% | 0.05 |0.03
RandomForest | 99.8615% | 99.8615% | 0.7 0.47

For medium scale dataset HTRU?2, the experimental results are shown in Table 3,
after weighting, accuracy rate of SMO is improved. Modeling time of JRIP, J48 and
Random-Forest are improved, while IBK remains the same.

Table 3. Accuracy and modeling time before and after weighting for HTRU2.

Methods Accuracy Modeling
time

Before After Before | After
SMO 97.5640% | 97.5696% | 0.22 | 0.52
IBK 97.1449% | 97.1449% | 0 0
JRIP 97.8154% | 97.8154% | 1.84 | 1.44
J48 97.8433% | 97.8433% | 0.28 0.2
RandomForest | 97.9942% | 97.9942% |9.94 |7.16
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For large scale dataset HTRU1, as is shown in Table 4, after weighting, accuracy
rate of JRIP, J48 and RandomForest are improved. Modeling time of IBK is improved,
while SMO remains the same.

Table 4. Accuracy and modeling time before and after weighting for HTRU1.

Methods Accuracy Modeling
time

Before After Before | After
SMO 99.5866% | 99.5866% | 0.36 | 0.36
IBK 99.5340% | 99.5340% | 0.06 | 0.01
JRIP 99.6129% | 99.6228% | 4.78 | 18.0
148 99.6074% | 99.6085% | 3.16 |3.23
RandomForest | 99.6721% | 99.6798% | 77.72 |83.8

In conclusion, for the five ML methods SMO, IBK, JRIP, J48 and RandomForest,
weighting either improves the accuracy or modeling time, or in the worst cases,
weighting will at least be the same as not weighting.

5 Discussions

This part explains why SMO, IBK, JRIP, J48 and RandomForest are selected to test the
effects of weighting instead of other ML methods. In this paper, we actually experi-
mented various ML methods using WEKA.

In Table 5, the purple number means the corresponding methods performs better
than others. As is shown, with the scale of datasets becomes larger, SMO, IBK, JRIP,
J48 and RandomForest have better performance over other algorithms.

Table 5. Accuracy rate of pulsar recognition of various ML methods before weighting

Types Methods LOTAAS |HTRU2 |HTRU1
Bayes NaiveBayes 99.5448% | 94.4966% | 98.9155%
Functions | LibSVM 98.7928% | 91.1443% | 98.8585%
SMO 99.7625% | 97.5640% | 99.5866 %
Lazy IBK 99.8417% | 97.1449% | 99.5340 %
LWL 99.9010% | 97.7539% | 99.5175%
Meta AdaBoostML 99.8615% | 97.6534% | 99.5175%
Stacking 98.6938% | 90.8426% | 98.6885%
Misc InputMappedClassifier | 98.6938% | 90.8426% | 98.6885%
Rules JRIP 99.8417% | 97.8154% | 99.6129%
Trees HoeffdingTree 99.8417% | 97.4411% | 99.5822%
J48 99.8615% | 97.8433% | 99.6074 %
RandomForest 99.8615% | 97.9942% | 99.6721 %
RandomTree 99.8021% | 96.8432% | 99.5241%
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6 Conclusion

Due to its stable cycle, Pulsar plays a very important part in physics, astronomy and
many other fields. Traditional ways of pulsar search are manual. In recent years,
Artificial intelligence is widely used in various fields and achieves great success.
Therefore, Al methods are gradually applied to pulsar search. This paper is based on
the principled real-time classification approach. Eight features are used to describe a
pulsar candidate. Before applying ML methods on datasets, this paper weights each
feature according to their separation degree, and then find out that either the accuracy
or modeling time is improved after weighting.
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