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Abstract—In this paper a novel extremum seeking control
algorithm called fractional order extremum seeking control
is analyzed and benchmarked against the traditional integer
order one. Utilizing fractional order operators in extremum
seeking scheme improves the convergence speed, robustness and
performance of this method without adding complexity to the
algorithm. Using averaging model, the detailed analysis of frac-
tional order extremum seeking control is presented. Simulation
and experimental results support the mathematical analysis and
demonstrate that proposed scheme outperforms the traditional
extremum seeking algorithm.

Index Terms—Extremum seeking control, fractional order
operators, nonlinear optimization.

I. INTRODUCTION

EXtremum seeking control (ESC) is an online adaptive al-

gorithm which attempts to determine the extremum (max

or min) value of an unknown nonlinear performance function

in real-time, thereby reduces the downtime by eliminating the

need for offline data analysis. This extremum seeking method

was successfully applied to a wide range of electromechani-

cal engineering applications including maximum power point

tracking in renewable energy systems [1], [2], [3], [4], [5], [6],

control of ABS brakes [7], [8], [9], combustion engine timing

control [10], [11], mobile robots path planing [12], [13],

[14], [15] and so on. A descriptive survey on extremum

seeking control and its applications can be found in [16]

and [17].

Due to the wide range of engineering applications, there

exist a growing interest among researchers and scientists to

improve the performance and reliability of this algorithm by

providing better fine tuning and calibration methods. Nesic

in [18] has presented a tuning guidelines which will ensure

larger domain of attraction and faster convergence speed for

extremum seeking algorithm. In [18], author has claimed

the global peak will be achieved in the presence of local

extremum(s) if ESC parameters are tuned properly. In [3]

and [14], researchers have improved this algorithm by adding

a dynamic compensation within the feedback loop to increase

the convergence speed. Tan and his colleagues have analyzed

various periodic perturbation signals to improve convergence

speed of the algorithm [19]. In other works, additional loops

and/or complex mathematical blocks have been proposed to be

added to the ESC structure in order to reduce the convergence
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speed and raise the performance of the system [3], [20],

[21], [22], [14], [23], [24], [25], [26], [27], [28].

In this paper, to improve the transient response of ESC,

a novel extremum-seeking scheme for the optimization of

nonlinear plants utilizing fractional order calculus is proposed.

A detailed stability analysis of this Fractional Order Extremum

Seeking Control (FO-ESC) scheme is provided to guarantee

the convergence of the system to an adjustable neighborhood

of the optimum. Furthermore, as will be demonstrated, special

features of fractional order operators, such as locality and gen-

eralized stability criteria improve the most important criteria

for extremum seeking schemes; convergence speed and robust-

ness. In addition, unlike other proposed ESC schemes in the

literature, neither additional feed-back/feed-forward loops nor

complex mathematical calculations (e.g. matrix calculation) is

required for the proposed FO-ESC in order to improve the per-

formance and convergence speed of the system. This feature

simplifies the implementation of the FO-ESC and reduces the

calculation time and implementation cost. In order to compare

FO-ESC and IO-ESC, an averaged linearized model of FO-

ESC is derived and analyzed against the equivalent averaged

linearized model for IO-ESC. Comparing these two models

illustrates the aforementioned advantages of fractional order

operators utilization in the ESC.

In order to compare FO-ESC and IO-ESC, an averaged

linearized model of FO-ESC is derived and analyzed against

the equivalent average linearized model for IO-ESC. Compar-

ing these two models illustrates the advantages of applying

fractional order operators into the ESC algorithm.

The rest of the paper is organized as follows: Section II

introduces the fractional order calculus. Section III presents an

overview of extremum seeking algorithm. In Sections IV, the

proposed FO-ESC is introduced and analyzed. Simulation and

experimental results are presented in section V. Concluding

remarks are presented in section VI.

II. FRACTIONAL ORDER DERIVATIVES AND INTEGRAL

DEFINITIONS

The idea of fractional calculus has been known since the

development of the regular calculus, with the first reference

probably being associated with letter between Leibniz and

L’Hospital in 1695 [29].

Grunwald-Letnikov (GL) and Riemann-Liouville (RL) are

two of the most popular definitions which are widely used in

various literature [30]. The GL which is the discrete definition
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is defined as

aDα
t f (t) = lim

h→0
h−α

[ t−a
h

]

∑
j=0

(−1) j

(
α

j

)

f (t − jh), (1)

where [.] means the integer part of the number. The RL which

is the continuous definition is defined as

aDα
t f (t) =

1

Γ(n−α)

dn

dtn

∫ t

a

f (τ)

(t − τ)α−n+1
dτ, (2)

for (n− 1 < α < n) and Γ(.) is the Gamma function. When

a = 0 sometime authors use Dα notation which is equal to

0Dα
t .

In some special cases, Eq. (1) and Eq. (2) are not equivalent.

More details regarding these two definitions and their differ-

ences have been discussed in [30]. Since all the analysis in

this paper is in continuous domain, RL definition of fractional

order differintegral is considered in this work. Some others im-

portant properties and applications of the fractional derivatives

and integrals can be found in [31], [32], [33], [29], [34].

Since introduction of fractional calculus to engineering

world, the modeling of physical phenomena using fractional

order operators and fractional order controllers have been

widely investigated among researchers and scientist in this

field. All previous researches on the application of fractional

order operators in the engineering field imply the superiority of

the fractional order operators compared to the classical integer

order ones from the view point of robustness and performance.

[35], [36], [29], [37], [32], [30].

III. EXTREMUM SEEKING ALGORITHM

In recent years, various types of ESC structures have been

introduced and investigated in the literature and among differ-

ent algorithms, sinusoidal perturbed ESC structure has drown

the most interest among researchers [17]. The general form

of a single input-single output periodic perturbed extremum

seeking scheme is shown in Fig. 1. As shown in this figure, this

type of ESC employs a slow periodic perturbation, sin(ωt),
and add it to the estimated signal θ̂ . Because of the slow

dynamics of the perturbation signal, the plant appears as a

static map (y = f (θ )) to ESC and its dynamics does not

interfere with the extremum seeking scheme [38]. If the

estimated signal, θ̂ , is on either side of the extremum point,

θ ∗, the perturbation, asin(ωt), creates a periodic response of

y which is either in phase or out of phase with asin(ωt).
The high-pass filter eliminates the “DC component” of y.

Thus perturbation signal, asin(ωt), and output signals are

two approximately sinusoidal waveform which are in phase

if θ̂ < θ ∗ or out of phase if θ̂ > θ ∗ [38].

Figure 2 presents the ESC operation as described above. In

this figure, the output of ESC algorithm has been depicted

when the operating point is larger, equal or smaller than

extremum point.

Since product of two in phase signals gives a signal with

a positive mean and this product results a negative mean for

two out of phase signal, this feature can be used to find the

operating point using a gradient detector [39].

The mathematical model for ESC scheme (Fig. 1) can be

written as

y = f (θ )

s
s+ωh

sin(ωt)

ωl
s+ωl

− k
s

asin(ωt)

ζ υθ̂

θ

θθ ∗

y∗y

Fig. 1. Block Diagram of Periodic Perturbed Extremum Seeking Algorithm

θ

y = f (θ )

y∗ = f (θ ∗)

θ ∗

t t

t

t t t

θ̂ + asin(ωt)

sin(ωt)

Fig. 2. Operation of Extremum Seeking Algorithm [39]







y = f (θ̂ + asin(ωt))
˙̂θ =−kζ
ζ = υ ∗L

−1{ ωl
s+ωl

}

υ =
(

y∗L −1{ s
s+ωh

}
)

sin(ωt)

, (3)

where ‘∗’ is the convolution operator and L −1 is the inverse

Laplace transform.

To obtain the optimal performance of ESC loop, pertur-

bation frequency, ω , amplitude, a, gradient update law gain,

k, and filter cut-off frequencies, ωh and ωl must be tuned

and calibrated adequately. Following general rules have been

listed in literature as ESC design rules [23], [40]. To ensure

that the plant dynamics will not be captured by ESC loop, the

perturbation frequency must be selected such that it is slower

than the slowest plant dynamics. Therefore plans appears as

a static system to ESC. The cut-off frequencies of high-pass

and low-pass filters must be designed in coordination with

the perturbation frequency ω ; ωh < ω and ωl < ω . However,

these filters should have sufficient bandwidth (higher cut-off

frequencies) to be able to respond quickly to the control

input perturbations. Although larger values for amplitude of

perturbation signal, a, or gradient gain, k, results in faster

convergence rates of ESC, but higher values of k and a increase

the oscillation amplitude of the estimated signal and sensitivity

of the system against external or internal disturbances.
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A. Simplified Extremum Seeking Control Algorithm

Since low-pass filter and integrator are in series, in some

literature, low-pass filter block is eliminated in the ESC

structure [41], [17]. Moreover, some researchers claim that

filters have no direct impact on the convergence speed of the

algorithm and their role is to reduce the oscillation amplitude

of the estimated signal [17]. For these reasons and to simplify

analysis, without lose of generality, low-pass filter will be

eliminated in this work (ζ = υ) and (3) becomes







y = f (θ̂ + asin(ωt))
˙̂θ =−kυ

υ =
(

y∗L −1{ s
s+ωh

}
)

sin(ωt)

. (4)

y = f (θ )

s
s+ωh

sin(ωt)

− k
s

asin(ωt)

υθ̂

θ

θθ ∗

y∗y

Fig. 3. Block Diagram of Reduced Order Extremum Seeking Algorithm

The stability conditions for a simplified ESC model have

been summarized in [41]: “If the average model of ESC is

asymptotically stable, 1/ω is sufficiently small and the initial

conditions are small in an appropriate sense, then the theorem

would claim the existence of an exponentially stable periodic

solution which is at a distance that continuously depends on

1/ω , a, and k ”.

1) Averaged Linearized Model for Simplified ESC Algo-

rithm: Averaged linearized model for the simplified IO-ESC

feedback loop, shown in Fig. 3, relating the optimized point,

θ ∗, and the error signal, θ̃ = θ −θ ∗, has been derived as [41]

θ̃

θ ∗
=

1

1+L(s)
, (5)

where

L(s) =
ka2

2s

(

e jφ s+ jω

s+ jω +ωh

+ e− jφ s− jω

s− jω +ωh

)

. (6)

φ is the phase delay of the perturbation signal. If φ = 0, then

(5) becomes

θ̃ (s)

θ ∗(s)
=

s(s2 + 2ωhs+ω2
h +ω2)

s3 +(2ωh + ka2)s2 +(ω2
h +ω2 + ka2ωh)s+ ka2ω2

.

(7)

By looking at (7), one can conclude that θ̃
θ∗ is asymptotically

stable for all k > 0.

The averaged linearized model is one of the approaches to

check the stability of any nonlinear system [42]. Thus (5) can

be employed specifically to test the stability of ESC loop as

mentioned in [38] and [41].

y = f (θ )

sα1

sα2+ωh

sin(ωt)

ωl

sα3+ωl
− k

sα4

asin(ωt)

ζ υθ̂

θ

θθ ∗

y∗y

Fig. 4. Fractional Order Extremum Seeking Control Scheme

In the following sections, FO-ESC is introduced and by

employing averaged linearized model, the advantages of using

fractional order operators in the ESC structure, from the

stability and transient response point of view are investigated.

IV. FRACTIONAL ORDER EXTREMUM SEEKING CONTROL

As mentioned before, ESC is an online adaptive optimiza-

tion algorithm which drives the process to its optimal operating

point where the defined cost function is minimized or maxi-

mized. This controller consists of three main components:

• The performance (objective) function which includes un-

known parameters,

• The gradient estimator to approximate the variation di-

rection, and

• The optimizer which maximize (minimize) the objective

function.

By employing fractional order filters in the gradient estima-

tor and optimizer of ESC, fractional order extremum seeking

control will be born. The general block diagram of FO-ESC is

depicted in Fig. 4 and its mathematical model can be written

as







y = f (θ̂ + asin(ωt))

Dα4 θ̂ =−kζ
ζ = υ ∗L −1{ ωl

sα3+ωl
}

υ =
(

y∗L −1{ sα1

sα2+ωh
}
)

sin(ωt)

, (8)

where Dα is the Riemann-Liouville fractional order deriva-

tive and αi ∈ R, i = 1,2,3,4.

For the same reasons which were discussed in the previous

section, fractional order low-pass filter can be eliminated in

this structure. Moreover, stability study for general form of

fractional order LTI system is not trivial and for one to be

able to analyze the stability of FO-ESC, this system should

be in the form of irrational order system which implies αi(i =
1,2,3,4) = q and q ∈ R [29]. Considering these points, FO-

ESC of Fig. 4, can be reduced to the depicted structure in

Fig. 5 and its mathematical model will be







y = f (θ̂ + asin(ωt))

Dqθ̂ =−kυ

υ =
(

y∗L −1{ sq

sq+ωh
}
)

sin(ωt)

. (9)

In order to check the stability of FO-ESC, the generalized

averaged linearized model between optimal point, θ ∗, and
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y = f (θ )

sq

sq+ωh

sin(ωt)

− k
sq

asin(ωt)

υθ̂

θ

θθ ∗

y∗y

Fig. 5. Simplified Fractional Order Extremum Seeking Control Scheme

error signal, θ̃ , for FO-ESC should be derived. As mentioned

before, this model can be a valid indicator to justify and check

the stability of ESC feedback loop. To obtain this averaged

model, “Modulation property” lemma for fractional order

systems needs to be proved. This lemma is the generalized

form of the lemmas in [41] which has been demonstrated for

the specific case of integer order systems. For one to compare

this proof with [41], authors use the same notations.

Note 1: H(s)[u(t)] means a system with transfer function

H(s) driven by a time domain signal, u(t) or mathematically

speaking H(s)[u(t)] = L −1{H(s)} ∗ u(t). The output of this

notation is a signal in time domain.

Note 2: H(sq) is the notation for any LTI commensurate

order system which means

H(sq) =
∑M

k=0 bk(s
q)k

∑N
k=0 ak(sq)k

=
Z(sq)

P(sq)
. (10)

Lemma 1: (Modulation property for fractional order sys-

tems) If all poles of a commensurate order system, H(sq) =
Z(sq)
P(sq) , are stable (means arg(λ

q
i ) >

πq
2

and λis are roots of

P(sq)), then for any real ϕ ,

H(sq)[sin(ωt −ϕ)] = Im{H
(
( jω)q

)
e j(ωt−ϕ)}+ ε−t . (11)

Proof:

H(sq)[sin(ωt −ϕ)] = H(sq)[Im{e j(ωt−ϕ)}]

=
1

2 j
H(sq)[e− j(ωt−ϕ)− e j(ωt−ϕ)]

=
1

2 j
L

−1{H(sq)
1

s− jω
e− jϕ −H(sq)

1

s+ jω
e jϕ}

=
1

2 j
L

−1
{ Z(sq)( jω + s)e− jϕ +( jω − s)e jϕ

P(sq)(s2 +ω2)
︸ ︷︷ ︸

Y (s,sq)

}

. (12)

By applying partial fraction decomposition to Y (s,sq), as

described in [29] and [32], the residuals for each pole of

Y (s,sq) are

Qi(s
q)i=1,...,N = Λi(s

q)Y (s,sq) |s,sq=λi
, (13)

where λi’s are the poles of Y (s,sq) and Λi(s
q)’s are the factors

of P(sq) such that P(sq) = ∏N
i=1 Λi.

Residuals for two known poles of Y (s,sq) at λ1,2 = ± jω

are
H(( jω)q)

s− jω e− jϕ and
−H(−( jω)q)

s+ jω e jϕ . Therefore (12) becomes

=
1

2 j
L

−1
{

H(( jω)q)
1

s− jω
e− jϕ −H(−( jω)q)

1

s+ jω
e jϕ

+
N

∑
i=3

Qi(s
q)

Λi(sq)
︸ ︷︷ ︸

ε−t

}

. (14)

Without lose of generality, λi are assumed to be simple poles.

Since all poles of H(sq) are stable poles, ∑N
i=3

Qi(s
q)

Λi(sq) decays

exponentially and these terms does not affect the steady state

response of the system. Therefore,

H(sq)[sin(ωt −ϕ)]

=
1

2 j
L

−1
{H(( jω)q)

s− jω
e− jϕ −

H(−( jω)q)

s+ jω
e jϕ

}

+ ε−t

= Im{H
(
( jω)q

)
e j(ωt−ϕ)}+ ε−t .⋄ (15)

ε−t denotes an exponential decaying function.

Lemma 2: If fractional order systems, G(sβ ) and H(sα),
are stable, then for any real ϕ and a uniformly bounded u(t),

G(sβ )[(H(sα )[sin(ωt −ϕ)])u(t)]

= Im
{

H(( jω)α )e j(ωt−ϕ)

H(( jω)α)G(sβ + jω)[u(t)]
}

+ ε−t . (16)

Proof: From Lemma 1,

G(sβ )[H(sα)[sin(ωt −ϕ)]u(t)]

= G(sβ )[Im{H(( jω)α )e j(ωt−ϕ)}[u(t)+ ε−t ]

= Im{e− jϕ
L

−1{G(sβ )H(( jω)α )U(s− jω)}}+ ε−t.

(17)

If G(sβ )
L −1

−−−→ g(t) and U(s)
L−1

−−−→ u(t), then,

L
−1{G(sβ )U(s− jω)}= g(t)⋆ u(t)e jωt

=

∫ +∞

−∞
g(τ)u(t − τ)e jω(t−tau)dτ

= e jωt

∫ +∞

−∞
g(τ)e− jωτ u(t − τ)dτ

= e jωt
L

−1{G(sβ + jω)U(s)}. (18)

Therefore, (17) can be rewritten as

Im{e− jϕ
L

−1{G(sβ )H(( jω)α )U(s− jω)}}+ ε−t

= Im
{

e j(ωt−ϕ)H(( jω)α )L −1{G(sβ + jω)U(s)}
}

+ ε−t

= Im
{

e j(ωt−ϕ)H(( jω)α )G(sβ + jω)[u(t)]
}
+ ε−t .⋄ (19)

Using Lemma 1 and Lemma 2, it can be easily verified that

for fractional order systems, A(.) and B(., .), the following is

true:
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Im{e j(ωt−ϕ)A(sq)}Im{e j(ωτ−φ)B(sq,( jω)q))[z(t)]}

=
1

2
Re{e j(ϕ−φ)A((− jω)q)B(sq,( jω)q)[z(t)]}

−
1

2
Re{e j(2ωτ−ϕ−φ)A((− jω)q)B(sq,( jω)q)[z(t)]}. (20)

A. Stability Analysis of FO-ESC

By substituting θ̂ with its equivalent term θ −asin(ωt) and

applying Laplace transform, the mathematical model for FO-

ESC, (9), can be rewritten as,







y = f (θ )

θ = asin(ωt)− k
sq [υ ]

υ = sin(ωt) sq

sq+ωh
[y]

. (21)

To linearize the nonlinear plant around its optimal point,

θ ∗, Taylor expansion is employed.

y = f (θ ∗)+ ḟ (θ ∗)(θ −θ ∗)+
1

2
f̈ (θ ∗)(θ −θ ∗)2 +HOT, (22)

where HOT stands for higher order terms. Since θ ∗ is an

extremum point ḟ (θ ∗) = 0 also f̈ (θ ∗) can be absorbed in

integrator gain of ESC algorithm [41], therefore combining

(22) and (21) and applying above considerations, one can

obtain







y = f ∗+(θ ∗−θ )2

θ = asin(ωt)− k
sq [υ ]

υ = sin(ωt) sq

sq+ωh
[y]

, (23)

where f ∗ = f (θ ∗).
By defining θ̃ = θ ∗ − θ + asin(ωt) and substituting and

combining equations form (23) into this definition, one gets

θ̃ = θ ∗+
k

sq

[

sin(ωt)
sq

sq +ωh

[y]
]

= θ ∗+
k

sq

[

sin(ωt)
sq

sq +ωh

[ f ∗+( θ −θ ∗
︸ ︷︷ ︸

θ̃−a sin(ωt)

)2]
]

= θ ∗+
k

sq

[

sin(ωt)
sq

sq +ωh

[ f ∗]+ sin(ωt)
sq

sq +ωh

[θ̃ 2]

+ sin(ωt)
sq

sq +ωh

[a2 sin2(ωt)]

− 2asin(ωt)
sq

sq +ωh

[θ̃ ][sin(ωt)]
]

. (24)

Replacing sin(ωt) with its equivalent term Im{e jωt}, and

applying Lemma 2 to the last term of (24) (define G(sq) =
sq

sq+ωh
) and eliminating the exponentially decaying terms (ε−t )

gives

2asin(ωt)
sq

sq +ωh

[θ̃ ][sin(ωt)]

= 2aIm{e jωt}Im{e jωt sq + jω

sq +ωh + jω
}[θ̃ ]

= aRe{
sq + jω

sq +ωh + jω
}[θ̃ ]}− aRe{e2 jωt sq + jω

sq +ωh + jω
}[θ̃ ]}.

(25)

Replacing the last term of (24) with its equivalent, (25), and

moving LTI parts of the result to the left side of the equation

and time varying terms to the right side, (24) becomes

θ̃ +
ak

sq
Re{

sq + jω

sq +ωh + jω
}[θ̃ ]} (26)

= θ ∗+
k

sq

[

sin(ωt)
sq

sq +ωh

[ f ∗]+ sin(ωt)
sq

sq +ωh

[θ̃ 2]

+ sin(ωt)
sq

sq +ωh

[a2 sin2(ωt)]

− aRe{e2 jωt sq + jω

sq +ωh + jω
}[θ̃ ]}

]

. (27)

By substituting sq = η and applying periodic averaging

theorem, as described in [41], the averaged linearized model

relating the optimized point, θ ∗, and the error signal, θ̃ , in the

generalized simplified ESC is derived as,

θ̃

θ ∗
=

1

1+L(s)
, (28)

where L(s) will be

θ̃ (η)

θ ∗(η)
=

η(η2 + 2ωhη +ω2
h +ω2)

η3 +(2ωh + ka2)η2 +(ω2
h +ω2 + ka2ωh)η + ka2ω2

.

(29)

This relationship is the generalized averaged linearized

model between the optimized point, θ ∗, and the error signal, θ̃ .

As can be seen from (29), in the case of IO-ESC, by changing

η to s, the linearized averaged model of (7), which has been

derived in [41], is confirmed.

In the case of FO-ESC, this model is

θ̃ (sq)

θ ∗(sq)
=

sq(s2q + 2ωhsq +ω2
h +ω2)

s3q +(2ωh + ka2)s2q +(ω2
h +ω2 + ka2ωh)sq + ka2ω2

.

(30)

In the following section, FO-ESC and IO-ESC will be

compared using derived averaged linearized models.

V. STABILITY ANALYSIS OF SIMPLIFIED ESC

ALGORITHMS

Before investigating the stability analysis of proposed ESC

algorithm, it should be noted that the stability region for LTI

fractional order systems is different from LTI integer order

systems. It is well-known that an integer order LTI system

is stable if all the roots of the characteristic polynomial are

located on the left side of the imaginary axis of the complex

s-plane. By mapping the stable region of LTI integer order

systems under sq transformation, the stable region from s-plane

transforms to sector |ϕ |> qπ/2. Thus, the LTI fractional order

systems is stable if all roots in the s-plane lies in the region

|ϕ |> qπ/2 [43]. This region depicted in Fig. 6.

As discussed before, the linearized averaged model can be

used to analyze the stability of ESC. The general linearized

averaged model for a simplified IO-ESC algorithm shown in

(7) has three poles at λi = ak ± jbk = rk∠ϕk, where k = 1,2,3.

and rk and ϕk are the amplitude and phase of the integer order

poles respectively.
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Fig. 6. Stability Region for Fractional Order Systems

On the other hand, The general linearized averaged model

poles for a simplified FO-ESC algorithm shown in (30) are

mapped to λ f = r
(1/q)
k ∠(ϕ/q) = r f k

∠ϕ f k
, where r f k

and ϕ f k

are the amplitude and phase of the fractional order poles

respectively. Knowing 0 < q < 1, |Re{λ f}| = r f k
will be

greater than |Re{λi}|= rk as long as ϕ f ∈ [−π/2,π/2]

As an example, Fig. 7 illustrates the relative locations

of mapped fractional order poles with different orders (q =
0.4,0.6,0.8) while the initial integer order poles are located

at 0.1± 5 j. Moreover, the stability boundaries for different

q’s are depicted. Since, the farther the eigenvalues from the

instability boundaries, the more stable the system is, conse-

quently, fractional order eigenvalues will have monotonically

decreasing response unlike the integer order ones which will

have lightly damped response. This feature helps the FO-ESC

to have better settling time.

Considering distance of the eigenvalues from instabilities

boundaries, it can be claimed that integer order system with

eigenvalues close to imaginary axis may become unstable with

even a small disturbance, uncertainty or noise. This point

demonstrates the advantage of FO-ESC over the IO-ESC from

the aspect of robustness. In other words, FO-ESC will be more

robust against system uncertainty because its eigenvalues can

tolerate more amount of deviations before they enter to their

unstable region.

A. Simulation and Experimental Results

In order to compare the performance of IO-ESC and FO-

ESC, a horsepower dynamometer, shown in Fig. 8, is em-

ployed.

Generally, dynamometer or “Dyno” is a device for mea-

suring force, torque, or power of an engine, motor or other

rotating prime mover. This dynamometer includes a DC motor

which is mechanically coupled to a hysteresis brake used to

apply load to the motor. A load cell measures the amount of

load which is applied to the motor shaft and an optical encoder

and a tachometer provides the position and angular velocity

of the shaft respectively.
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Fig. 7. Poles of IO-ESC and FO-ESC Averaged Linear Models

Fig. 8. Horsepower Dynamometer

According to its structure, Dyno can be modeled as a servo

system which can be presented as,

ẋ(t) = Kv(t) (31)

v̇(t) =−
1

τ
v(t)+ u(t)+ f (t,x)

where v(t) is the shaft speed, u(t) is the input voltage, x(t) is

the shaft displacement, K is the system gain, τ is the time

constant of the system and f (t,x) is the load disturbance

caused by hysteresis brake. Having f (t,x) in the equation

give the ability to add a time-dependent or state-dependent

disturbances to the motor. Servo system dynamic equation

is widely used to model various mechanical structures, e.g.

active suspension system [44], [45] , [46], electromechanical

throttle [47], etc.

Gain and time constant for the benchmarked dynamometer

are K = 1.52, τ = 1.01s [48] and f (t,x) is assumed to be a

nonlinear function with one extremum point as shown in Fig. 9
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Fig. 10. Schematic of Applying Nonlinear Disturbance to the Horsepower
Dynamometer

As can be seen in this figure, the output (and extremum

point) of this nonlinear function mainly depends on the input

terminal and thus extremum seeking control can be a viable

option to extract maximum point. The architecture of the

dynamometer system used for this work is shown in Fig. 10.

To compare the performance of IO-ESC and FO-ESC

numerically, these two algorithms are applied to the MAT-

LAB/Simulink model of Fig. 10 To make a fair comparison,

both algorithms run under the same conditions and use the

same tuning values. In this simulation, gain of ESC integrator

is set to be k = 15, perturbation frequency and amplitude are

ω = 100rad/s and a = 0.1 respectively, cut-off frequency for

high-pass filter is ωh = 50rad/s and order of FO-ESC is set to

be q = 0.9. This order applies both to the integrator and high-

pass filter. Moreover, CRONE toolbox is used to implement

the fractional order operators.

Figure 11 shows the convergence speed of IO-ESC and FO-

ESC and as can be seen in this figure, FO-ESC can stick to

the extremum point almost two times faster than IO-ESC.

Figure 12 shows the experimental responses of IO-ESC and

FO-ESC. Although the numerical and experimental responses

are not identical which is the results of un-modeled dynam-

ics of the system, but as can be seen, FO-ESC reaches to

extremum point almost two times faster than IO-ESC which

admits the results achieved from the numerical simulation and

mathematical analysis.
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Fig. 11. Simulation Results of Performance Comparison Between IO-ESC
and FO-ESC
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Fig. 12. Experimental Results of Performance Comparison Between IO-ESC
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VI. CONCLUSION

In this paper, a novel extremum seeking control algorithm

which utilizes the fractional order operators was introduced,

analyzed and compared against integer order extremum seek-

ing control. Unlike other proposed ESC algorithms, FO-ESC

does not employ additional feedback loops or switching meth-

ods to improve the performance of the algorithm. Mathemati-

cal analysis on this algorithm was performed using linearized

averaging model. These analysis show how special features of

fractional order operators affect and improve the overall con-

vergence and robustness properties of the extremum seeking

algorithm. Numerical evaluations using MATLAB/Simulink

and experimental results using dynamometer, provide a solid

justification for the remarkable performance enhancement in

the face of uncertainties and noise.
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